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Abstract
Purpose – The purpose of this study was to investigate trust within human-AI teams. Trust is an essential
mechanism for team success and effective human-AI collaboration.

Design/methodology/approach – In an online experiment, the authors investigated whether trust
perceptions and behaviours are different when introducing a new AI teammate than when introducing a
new human teammate. A between-subjects design was used. A total of 127 subjects were presented with
a hypothetical team scenario and randomly assigned to one of two conditions: new AI or new human
teammate.

Findings – As expected, perceived trustworthiness of the new team member and affective interpersonal
trust were lower for an AI teammate than for a human teammate. No differences were found in cognitive
interpersonal trust and trust behaviours. The findings suggest that humans can rationally trust an AI
teammate when its competence and reliability are presumed, but the emotional aspect seems to be more
difficult to develop.

Originality/value – This study contributes to human–AI teamwork research by connecting trust research
in human-only teams with trust insights in human–AI collaborations through an integration of the existing
literature on teamwork and on trust in intelligent technologies with the first empirical findings on trust
towards AI teammates.
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Introduction
Change is an ever-present reality for work teams and modern organisations in general, and
teams therefore need to continuously adapt to varying conditions, such as membership
changes or the introduction of new autonomous technologies (Maynard et al., 2015). Given
the rapid technological developments in the field of artificial intelligence (AI), adaptation
demands are becoming increasingly challenging for teams. In some cases, autonomous
technologies are becoming teammates (Larson and DeChurch, 2020; Seeber et al., 2020),
requiring teams and individual members to adapt to having AI colleagues (Ulfert-Blank
et al., 2023) and to continue operating effectively.

AI teammates are autonomous technologies that operate alongside humans, participate
in cognitive decision-making and fulfil a distinct role that contributes to team performance.
Human–AI teams (HAITs) are therefore a collection of human individuals and one or more
AI agents that interact virtually, perform interdependent tasks and are embedded in an
organisational system (Kozlowski and Ilgen, 2006; Ulfert et al., 2023). The effectiveness of
HAITs mainly depends on the level of trust among the human and AI teammates, given that
trust reflects a fundamental factor for both team success and human–AI collaborations
(Salas et al., 2005; Sanders et al., 2011). While the importance of trust has been recognised,
the development of trust relationships among even human teammates remains challenging
(Frazier et al., 2013; McAllister, 1995), and when a new teammate is introduced – especially
an AI teammate – existing team members need to develop trust towards the new addition at
the same time, potentially, as trust towards a new autonomous technology. Team research
has shown that a lack of prior history among teammates can lead to low trust and thus to
lower transparency and acceptance of others (Grossman and Feitosa, 2018; Zand, 1972).
Similarly, work on AI has found that lack of prior experience with autonomous agents can
lead to low trust in the technology (Schaefer et al., 2016; Ulfert and Georganta, 2020).

By integrating the trust and team literature into the context of human–AI collaborations,
the goal of the present study is to provide a better understanding of trust in HAITs. To do
this, we investigate whether trust is different when introducing a new AI teammate than a
new human teammate. We expect perceived trustworthiness of the new teammate, cognitive
and affective interpersonal trust towards the teammate and trust behaviours to be lower
when introducing an AI than a human. Hence, our focus is not on the relationships between
interpersonal trust, its antecedents (trustworthiness) and its outcomes (trust behaviours) in
HAITs but rather on whether these aspects differ between HAITs and human-only teams.

With this research, we hope to contribute to the trust, teams and human–AI interaction
literature in three ways. First, we apply trust theories to explore human–AI trust
relationships and discuss the theoretical implications for the cognitive and affective
dimensions of interpersonal trust. Second, we combine research on trust in teams with
research on trust in technology and provide insights into trustworthiness and interpersonal
trust within a new type of team. Third, we bring team research and human–AI interaction
research closer together and present initial evidence of perceptions and intentions regarding
an AI agent, both as a new teammate and as a new autonomous technology. We hope that
our study will serve as a starting point for exploring the complex mechanisms of trust in
HAITs, as recently called for by Ulfert et al. (2023), and for finding ways to design and
introduce AI agents as part of a team.

Theoretical background
Over the past few decades, team and human–computer interaction scholars have
increasingly argued that trust reflects a vital mechanism for the effective functioning of both
human and human–technology relationships (Grossman and Feitosa, 2018; Sheridan, 2019).
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Specifically, high levels of trust have been found to lead to high cohesion, satisfaction and
learning within teams (Breuer et al., 2016), and trust has been shown to have a positive
impact on team performance, especially when interdependency among team members is
high (De Jong et al., 2016). Research on human–robot interactions has similarly found that
trust in autonomous technologies is directly related to team effectiveness and performance
(Lee and See, 2004).

In both human-only teams and HAITs, trust towards each individual teammate, which is
referred to as interpersonal trust (McAllister, 1995), is a highly complex phenomenon. Here,
we define interpersonal trust towards a human or AI teammate as “the willingness of a
party [1] to be vulnerable to the actions of another party based on the expectation that the
other will perform a particular action important to the trustor, irrespective of the ability to
monitor or control that other party” (Mayer et al., 1995, p. 712). Furthermore, in line with
prior work, we argue that interpersonal trust towards both human and AI teammates is
multidimensional and integrates cognitive and affective components (Cook and Wall, 1980;
Glikson and Woolley, 2020; McAllister, 1995; Webber, 2008). Finally, we propose that
interpersonal trust towards a teammate is related to the perceptions of the trustworthiness
of that teammate (Mayer et al., 1995) and to trust behaviours towards them (Schoorman
et al., 2007).

High trust is a key factor for effective collaboration, and conversely, low trust can lead
to detrimental outcomes, such as poor decision-making, limited information exchange,
misunderstandings and personal conflicts (Häkkinen, 2004; Hartman, 2002). This is because –
especially when forming a new team or when a new teammate is introduced – building trust
can be difficult (Grossman and Feitosa, 2018). To build trust relationships, team members
import trust-related information from previous similar situations, incorporate generalised
expectations and collect information from the new environment (Wildman et al., 2012). We
argue that when an AI teammate is newly introduced, information from previous situations is
limited and both expectations and similarities among teammates are relatively low. We,
therefore, expect trustworthiness of a new teammate, cognitive and affective interpersonal
trust towards that teammate and trust behaviours to be lower for a new AI teammate than a
new human teammate (see Figure 1).

Trustworthiness perceptions of new teammates
Trust is a psychological state of a trustor (a person who can trust or distrust, e.g. an existing
team member) towards a trustee (a person who can be trusted or distrusted, e.g. a new AI or
human teammate) that entails the willingness to accept vulnerability based on positive
expectations of trustworthiness (De Jong and Elfring, 2010). Trustworthiness is a
multifaceted construct comprising three dimensions – ability, integrity and benevolence
(Mayer et al., 1995) – and thus when a new teammate is introduced, their ability, integrity
and benevolence will impact whether they are perceived as trustworthy.

In a team, the dimension of ability can be divided into task-related (e.g. competence) and
team-related (e.g. proactive behaviour; Breuer et al., 2020) abilities. Specifically, ability

Figure 1.
Procedure of the
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captures the knowledge and expertise that a teammate needs to complete their tasks and the
interpersonal and soft skills required for effective collaboration (Colquitt et al., 2007).
Integrity – the second dimension of trustworthiness – reflects the teammate’s credibility,
sense of justice, moral standards and consistency (Fulmer and Gelfand, 2012). The third
dimension – benevolence – comprises courtesy and both concern for and a positive
orientation towards the team (Mayer et al., 1995; Zolin et al., 2004).

The ability and integrity of a new teammate can be determined by rational
reasoning, but to assess benevolence, some interaction and emotional attachment are
required (Mayer et al., 1995). Ability relies mainly on facts (e.g. track records and
information about history and performance), and integrity can be evaluated with the
help of moral standards and a personal sense of fairness (Colquitt et al., 2007; Jarvenpaa
et al., 1998), but a new teammate’s benevolence may be more difficult to assess
immediately (Mayer et al., 1995). Thus, in newly formed team relationships, ability,
integrity and benevolence can have a substantial impact on trust (Aubert and Kelsey,
2003; Jarvenpaa et al., 1998).

Given that the trustworthiness of a new teammate is also dependent on the context
(Mayer et al., 1995), we argue that the perceived ability, integrity and benevolence – and
hence the perceived trustworthiness – of a new teammate will be different when that
teammate is an AI than when it is a human. Specifically, we argue that an AI will be
perceived as less trustworthy because the existing team members will be more
uncertain in their judgements of an AI teammate’s competence and more confident in
evaluating a human teammate’s ability and integrity (Glikson and Woolley, 2020).
Moreover, we assume that existing team members will have less experience with AI
than with human teammates and may therefore experience difficulties evaluating the
AI teammate’s team orientation and benevolence. A lack of prior experience of
interacting with a technological entity, such as AI agent, can produce high levels of
uncertainty and thus misjudgements of an AI teammate’s ability, integrity and
benevolence (Sanders et al., 2011). Indeed, trust towards AI agents can be analogous,
but not identical, to trust in humans (Culley and Madhavan, 2013; De Visser et al., 2017)
and may develop based on similar perceptions and interactions, but it can also differ
due to cognitive bias, scepticism and irrational factors (Glikson and Woolley, 2020).
Especially during the early phases of interaction, the perception and evaluation of an
AI teammate’s trustworthiness may thus be impacted by factors unrelated to the AI’s
actual trustworthiness, and we therefore hypothesise the following:

H1. The perceived trustworthiness of a new team member will be lower for a new AI
teammate than a new human teammate.

Interpersonal trust towards new teammates
According to McAllister (1995), interpersonal trust towards a teammate consists of two
dimensions:

(1) cognitive interpersonal trust, which is an individual’s or a team’s “confidence in the
ability of others, yielding ascriptions of capability and reliability”; and

(2) affective interpersonal trust, which is an individual’s or a team’s “faith in the
trustworthy intentions of others” (p. 40).

When a new teammate is introduced, cognitive interpersonal trust is built on the knowledge
available about the teammate’s competences, reliability and dependability (Costa et al., 2018;
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Luhmann, 1988; Schaubroeck et al., 2011), and evidence suggests that, even in newly formed
trust relationships, cognitive interpersonal trust can be high (Webber, 2008). However,
affective interpersonal trust is built on emotional ties, care and concern between the existing
team members and the new teammate (Al-Ani and Redmiles, 2009) and on the belief that
these affective tendencies are reciprocated (Costa et al., 2018; Lewis and Weigert, 1985). In
contrast to cognitive interpersonal trust, affective interpersonal trust develops through
prolonged interaction and may follow after the cognitive component (Webber, 2008).
Research supports the two-dimensional nature of interpersonal trust, showing that both
dimensions have a positive impact on team collaboration (Barczak et al., 2010) and team
performance (Erdem and Ozen, 2003).

We expect cognitive and affective interpersonal trust to be lower when a new AI
teammate is introduced than a new human teammate. This is because, when introducing a
new teammate, the existing team members will base their cognitive and affective
interpersonal trust on previous team experiences (Grossman and Feitosa, 2018) and on their
degree of similarity with the new teammate (see also social categorisation theory; Turner
et al., 1987). Lack of previous interaction with autonomous technologies and thus a lack of
knowledge about an AI’s capabilities and performance may lead to low interpersonal trust
towards a new AI teammate (Sanders et al., 2011; Turner et al., 1987); being less similar to an
AI teammate may also lead to expectations of fewer positive attributes and characteristics
(Turner et al., 1987). Consequently, evaluations of an AI teammate’s cognitive and affective
cues, intentions and goals may not be as accurate as evaluations of a human teammate
(Grossman and Feitosa, 2018). Perhaps inevitably, developing feelings of similarity with AI
teammates and building trusting relationships takes time (Ulfert and Georganta, 2020), and
we therefore hypothesise the following:

H2a. Cognitive interpersonal trust will be lower when a new AI teammate is introduced
than a new human teammate.

H2b. Affective interpersonal trust will be lower when a new AI teammate is introduced
than a new human teammate.

Trust behaviours towards new teammates
Trustworthiness and cognitive and affective interpersonal trust refer to the internal states of
the existing team members (trustors) towards a new teammate (trustee), whereas trust
behaviours refer to “the observable interaction of the trustor with the trustee, where risk is
taken by the trustor’s dependence on the trustee in a certain situation, following upon a
positive trust decision” (Rusman et al., 2010, p. 837). Thus, the evaluation of a new
teammate’s trustworthiness and the emergent cognitive and affective interpersonal trust
towards them are also related to the trust behaviours of the existing team members, and low
degrees of similarity, less developed relationships and limited experience with an AI
teammate will influence these behaviours (Kramer et al., 2001). Because people are less
familiar with being introduced to an AI teammate than a human teammate, trust behaviours
are more difficult to generate (Cramton and Webber, 2005; Rusman et al., 2010), and we
therefore hypothesise the following:

H3. When a new AI teammate is introduced, existing team members will demonstrate
fewer trust behaviours than when a new human teammate is introduced.

Trust
differences
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Methods
Sample
To determine the sample size, we ran an a priori power analysis using G*Power (version
3.1.9.2; Faul et al., 2007) with a power level of 0.95, an alpha-error level of 0.05 and an
assumed medium effect size between the variables (Feitosa et al., 2020). A sample size of 36
individuals for each of the two conditions (Condition A with an AI teammate, Condition B
with a human teammate) was calculated. The final sample was therefore considered
sufficient, with 127 subjects [54.3% female; mean (SD) age ¼ 24.39 (4.13) years] – 59 in
Condition A and 68 in Condition B. Of these, 74% were students, 7.1% employed full time,
15% employed part time and 5% unemployed. The sample was composed of 28
nationalities, with the majority German (57.4%), followed by Turkish (6.3%) and Russian
(6.3%).

Design and experimental scenario
Using a between-subjects design, we conducted an online experiment in which the
participants were introduced to a new randomly assigned teammate, either AI (Condition A)
or human (Condition B). Using the open-source software oTree (Chen et al., 2016), we
developed an online team scenario; the participants were told that they were members of a
five-member interdisciplinary team whose goal was to organise a new author’s book release
and subsequent book tour. The participants did not actually work in a real team nor execute
tasks during the experiment – all the information received was part of a hypothetical
scenario.

After the participants had received initial information about their team, the team
members and the team’s good performance thus far, they were told that one team member
was to be replaced by either an AI (Condition A) or a human (Condition B) teammate. After
the new teammate was introduced, we examined the differences between the two conditions
regarding the perceived trustworthiness of the new teammate, cognitive and affective trust
towards them and trust behaviours.

Procedure
The participants were told to assume that they were a marketing expert in a publishing
company and about to start working in an interdisciplinary team with four other people: an
editor, a designer, a data analyst and a financial adviser. They were also told that the team
members were working together for the first time. Nevertheless, the participants did not
actually interact with the team and did not complete any team tasks. To test the hypotheses,
we assessed only the participants’ perceptions based on the hypothetical information
provided as part of the scenario.

The participants were asked to provide information about their hometown, favourite
hobbies, how they approach problems and what they value most when working in a team.
They were then asked to carefully read the online portfolios of their fellow team members to
prepare for the project’s kick-off meeting. The online portfolios described the four team
members as having sufficient skills and abilities to make them experts in their respective
roles. Each team member’s portfolio also included answers to the same questions that the
participants had been asked, creating intragroup similarities, and the information provided
in the online portfolios supported the development of clear roles and team cohesion [2]. Next,
the participants were informed that the project – after some weeks – was running well and
that team performance was good.

The participants were then told that the data analyst had been unexpectedly transferred
to another project and was to be replaced by a new data analyst, either an AI (Condition A)
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or a human (Condition B). In both conditions, the participants were asked to read the online
portfolio of the new teammate, which had an identical structure to the previous portfolios. In
the online portfolio, the new teammate was referred to either as a “data analyst AI agent”
(Condition A) or a “data analyst” (Condition B). At the same time, these portfolios did not
include information related to the participants hometown and hobbies. There were no other
differences between the conditions (see Appendix for online portfolios).

After reading the online portfolio of the new teammate, all participants were presented
with two scenarios. In the first, they were told that the team needed to distribute its tasks to
plan the book tour successfully, and in the second, the team had to unexpectedly change the
original tour to meet the author’s new requirements. In both scenarios, the participants had
to decide how the team should deal with the situations by selecting one of three possible
options.

Before and after the scenarios were presented, the participants completed separate online
questionnaires. Both assessed the perceived trustworthiness of the new teammate as well as
cognitive and affective interpersonal trust; the second also assessed demographics (age,
gender, nationality and employment status). Trust behaviours were measured by the
participant’s selected option in the two presented scenarios, with each option reflecting a
different level of trust behaviour (low, medium or high). The study procedure is presented in
Figure 1.

Measures
If not stated otherwise, all responses were given using a five-point Likert scale ranging from
1 (totally disagree) to 5 (totally agree).

Perceived trustworthiness. We assessed the perceived trustworthiness of the new
teammate (AI or human) with eight items (e.g. “Overall, my new team member is
trustworthy”) from Jarvenpaa et al. (1998). Owing to low scale reliability, we removed two
reverse-scored items (“There is no “team spirit” in my group with the new team member”,
“There is a noticeable lack of confidence among those with whom I work”), which resulted in
more reliable data.

Cognitive interpersonal trust. We assessed cognitive interpersonal trust with three items
(e.g. “Given my teammembers” track records, I see no reason to doubt their competence and
preparation for the project’) fromMcAllister (1995).

Affective interpersonal trust. We assessed affective interpersonal trust with three items
(e.g. “I can talk freely to my team members about difficulties I am having at the project and
know that they will want to listen”) fromMcAllister (1995).

Trust behaviours. We assessed trust behaviours by asking the participants to decide
how the team should act in two scenarios:

(1) distributing the team tasks for planning the author’s book tour; and
(2) reacting to an unexpected change of the original tour plan.

For each scenario, the participants were asked to select one of three possible
options, with each reflecting either a low (e.g. supervisor distributes the tasks),
medium (e.g. each member selects its own tasks) or high (e.g. collective decision about
task distribution) level of trust behaviours. The scores were assessed on a scale from
0 (selecting the option that reflected a low level of trust behaviours in both scenarios)
to 4 (selecting the option that reflected a high level of trust behaviours in both
scenarios).

Trust
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Data analysis
We used t-tests to test for differences between Condition A (AI teammate) and Condition B
(human teammate) in the perceived trustworthiness of the new teammate (H1) and in
cognitive (H2a) and affective (H2b) interpersonal trust. We used x2 tests to compare the
frequencies with which the different options reflecting different levels of trust behaviours
between the two conditions were selected (H3). SPSS 26 (IBM) was used to perform the
t-tests and x2 tests. Means, standard deviations and correlations between the study
variables are presented in Table 1.

Results
As hypothesised, perceived trustworthiness of an AI teammate (M ¼ 3.75, SD ¼ 0.60) was
significantly lower than that of a human teammate [M ¼ 4.02, SD ¼ 0.60; t(125) ¼ �2.58,
p¼ 0.011].H1was therefore supported.

However, there were no significant differences in cognitive interpersonal trust between
the introduction of an AI (M ¼ 4.24, SD ¼ 0.69) and the introduction of a human teammate
[M¼ 4.28, SD¼ 0.65; t(125)¼�0.29, p¼ 0.767].H2awas therefore not supported.

As hypothesised, affective interpersonal trust was significantly lower when introducing
a new AI teammate (M ¼ 3.58, SD ¼ 0.93) than a new human teammate [M ¼ 4.02, SD ¼
0.70; t(125)¼�3.04, p< 0.01].H2bwas therefore supported.

Finally, in contrast to expectations, no differences were found in the number of options
selected that reflected low [x2(1)¼ 0.26, p¼ 0.862], medium [x2(1)¼ 0.22, p¼ 0.635] or high
[x2(1) ¼ 0, p ¼ 1.000] levels of trust behaviours between the AI teammate and human
teammate conditions.H3was therefore not supported.

Discussion
Modern work environments are constantly changing, and both team (Larson and DeChurch,
2020) and human–AI interaction researchers (Seeber et al., 2020) have argued that AI agents
will soon become our teammates. Given that trust will be required to adapt successfully to
HAITs (Salas et al., 2005; Ulfert and Georganta, 2020), the goal of the present study was to
explore trust when an AI teammate is introduced to an established team.We argued that the
existing team members would perceive a new AI teammate as less trustworthy than a new
human teammate, mainly due to a lack of experience in interacting with such technological
entities. We further argued that interpersonal trust is multidimensional (Mayer et al., 1995),
and that both cognitive and affective interpersonal trust would be lower for a new AI
teammate due to a lack of similar team experiences and a low similarity with the AI. Finally,
we argued that existing team members would display fewer trust behaviours when an AI
teammate is introduced.

Table 1.
Cronbach’s alpha,
means, standard
deviations and inter-
correlations of the
dependent variables

a M SD 1 2 3 4 5

1. Condition – – – –
2. Trustworthiness 0.83 3.90 0.62 0.22* –
3. Cognitive trust 0.82–0.89 4.27 0.67 0.03 0.47** –
4. Affective trust 0.74–0.84 3.82 0.84 0.26** 0.59** 0.50** –
5. Trust behaviors – 0.58 0.73 �0.08 �0.12 �0.07 �0.10 –

Notes: *p< 0.05; **p< 0.001
Source: Table by authors
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We conducted an online experiment to test our assumptions, and as expected, perceived
trustworthiness and affective interpersonal trust were lower for an AI teammate than a human
teammate. However, no differences were found in cognitive interpersonal trust or trust
behaviours. Our study contributes to team and human–AI interaction research by extending
theories of trust within human-only teams to trust development in HAITs, integrating the
literature on teamwork with the literature on trust in technology and providing the first
empirical findings on trust towards AI teammates, as recently called for by Ulfert et al. (2023).

We found that when a new teammate is introduced, existing team members evaluated its
trustworthiness as lower when it is an AI agent than when it is a human. A possible
explanation is that the existing team members were simply more cautious or insecure in
making the evaluation. Perceived trustworthiness includes not only an AI teammate’s
ability, integrity and benevolence but also expectations regarding its behaviour (Fulmer and
Gelfand, 2012), and previous research suggests that having no prior experience interacting
with autonomous technologies, such as AI agents, can result in uncertainty about both
competence (Glikson andWoolley, 2020) and behaviour.

Contradicting our reasoning, we found that cognitive interpersonal trust of an AI and a
human teammate were not significantly different. It is possible that the assessment of
cognitive cues was based solely on the information available, which was identical for the AI
and human teammates, yet lack of experience in interacting with autonomous agents did not
seem to influence the evaluation of cognitive interpersonal trust, resulting in an accurate
rating of the AI agent’s competences. This is in line with prior work that found that
cognitive interpersonal trust derives from rational reasoning and thus is evaluated with a
sense of fairness (Colquitt et al., 2007).

Unlike cognitive interpersonal trust, affective interpersonal trust was, as hypothesised,
lower after introducing an AI teammate than a human one, which reflects previous findings
that interpersonal trust can be differentiated into cognitive and affective components
(McAllister, 1995). The low degree of similarity between the team members and the AI and
the consequent categorisation of the AI as part of an outgroup (Turner, 2010; Turner et al.,
1987) may have negatively impacted affective interpersonal trust, which may have impacted
expectations about the AI agent’s ability to show affective behaviours, such as care. Perhaps
critically, a perception of the AI teammate as primarily a technological entity and not
“humanlike”may have intensified the sense of dissimilarity between the team members and
the AI; as Przegalinska et al. (2019) noted, “A crucial part of trust is related to
anthropomorphization [. . .] the process of anthropomorphization is not only about the
attribution of superficial human characteristics but most importantly this essential one: a
humanlike mind” (p. 789).

Our results also unexpectedly showed no differences in trust behaviours. It is possible
that a rational evaluation of the AI teammate’s competences shaped subsequent trust
behaviours more than any affective component. Prior research has shown that, in early trust
relationships, rational trust elements can precede affective ones and thus can have a
stronger impact on team outcomes, such as performance (Chua et al., 2008; Hempel et al.,
2009). Another possible explanation is that the team lifecycle that was described was too
short to impact the trust behaviours of existing team members; as Rusman et al. (2010)
suggested, in new situations, the absence of prior history and bonding results in trust that is
not “thick”, thus allowing for immediate trust behaviours towards a newcomer.

Limitations
The current study has several limitations that should be considered when interpreting the
findings and planning future research. First, the scenarios did not allow for any interaction
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and were, in that respect, not comparable to a real team situation. Nevertheless, they do offer
a first indication of how individuals perceive AI agents when introduced as teammates.
Second, the experiment investigated only the perceptions and behavioural intentions of a
single team member and did not explore trust dynamics as a result of interactions among
multiple team members, one of whom is a new teammate (e.g. chatting). For instance,
computer-mediated communication among team members would have made the situation
more realistic and could have impacted the development of trust to a significant extent
(Tucker et al., 2023). Third, the short duration of the experiment limited the team’s perceived
life cycle and may not have allowed for a sense of affective interpersonal trust to develop.
Fourth, although we assessed trust behaviours using the decisions the participants made,
these reflected behavioural intentions rather than necessarily the consequences of trust. We
therefore suggest that future research should investigate real HAITs over a longer period
and assess trust behaviours directly.

Implications for theory, research and practice
Our research is a starting point for further explorations of trust in HAITs and for identifying
relevant factors and mechanisms that contribute to the development of trust towards AI
teammates. Specifically, our evidence suggests that human-only team research can inform
our understanding of HAITs (O’Neill et al., 2023), but further investigation is required to
determine whether existing trust theories need expansion (Ulfert et al., 2023). Specifically,
there is a need to gain a better understanding of the distinction between cognitive and
affective interpersonal trust and to clarify whether and to what extent the two trust
dimensions are needed for HAIT success. For example, affective computing could make an
AI agent more capable of understanding human emotions and thus of reacting more
appropriately, but we do not yet know how affective interpersonal trust impacts human–AI
teamwork and whether implementing such features would improve teamwork more than
working with a rational AI (Seeber et al., 2020).

Furthermore, there is a need to gain a deeper understanding of how interpersonal trust is
related to perceived trustworthiness, subsequent trust behaviours and decision-making
in HAITs. Although our work adds to the limited empirical work on HAITs from
an organisational psychology perspective (O’Neill et al., 2023), the study focused only on
whether differences in trust perceptions and trust behavioural intentions between human-
only teams and HAITs exist. Furthermore, it remains unclear whether additional factors,
such as the team setting, may impact these differences, the relationships between the
constructs and their impact on team trust (Morrissette and Kisamore, 2020). Would teams
react the same under high pressure (e.g. surgical operating theatre) and low pressure (e.g.
daily team meeting)? We therefore hope that our findings can encourage and inspire future
research to provide better insights into trust in HAITs.

Our findings may also offer some practical guidance for designing and introducing AI
teammates into the workplace, paving the way for more effective and harmonious human–
AI collaborations. To promote the perceived trustworthiness of AI teammates, we
recommend the integration of Explainable AI (Gade et al., 2020), which can provide insights
into AIs’ decision-making processes and thus demonstrate both their capabilities (rational
component) and their care for the team (relational component). Furthermore, we recommend
training people to work with AI teammates to shape their perceptions of AIs as teammates
and increase their familiarity and positive experiences, which has been shown to foster trust
and collaboration within HAITs (Johnson et al., 2023).
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Conclusion
AI agents may soon start becoming our teammates, and trust will be required for effective
human–AI collaborations. Our findings suggest that perceived trustworthiness and affective
interpersonal trust towards a new AI agent are more difficult to develop than towards a new
human teammate. However, cognitive interpersonal trust – a more rational evaluation – and
trust behaviours do not seem to differ between an AI teammate and a human teammate.
Further research is needed to investigate whether both cognitive and affective interpersonal
trust are required to fully trust an AI teammate – both as a teammember and as a technology –
and how these trust dimensions are impacted by perceived trustworthiness and in turn impact
trust behaviours after an HAIT has worked together for some time.

Notes

1. As our focus is on interpersonal trust, by “party”, we are referring here to a single teammate.

2. A pilot study (N ¼ 61 individuals) showed that role clarity and intragroup similarities were rated
as significantly higher after reading the online portfolios.
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Appendix. Information about new teammate for Condition A (AI) and Condition B
(human)
Your Data Analyst, Stefanie Brown, has been unexpectedly transferred to another project. To make
sure that your team completes its tasks without lacking expertise, the Project Manager decided to
immediately replace Stefanie’s position. Fortunately, the company’s board is prepared for such
occurrences and presents you your new AI teammate (Condition A)/new teammate (Condition B)
Dawn, an AI Data Analyst (Condition A)/a Data Analyst (Condition B) with specific experience in
handling the company’s data.

As you are interested to know more about Dawn, you decided to have a look at your AI
teammate’s (Condition A)/teammate’s (Condition B) online portfolio. The portfolio includes information
about Dawn¨s top three qualities, the special certifications or honours your teammate has received,
relevant information about their work at the company, as well as feedback from previous colleagues.

Description AI teammate (Condition A)/teammate (Condition B) – AI Data Analyst (Condition
A)/Data Analyst (Condition B) Dawn

Top three qualities of Dawn:

(1) Dawn presents their data analysis in an understandable and well-structured way.
(2) Dawn handles data in a safe and secure way.
(3) Dawn effectively communicates relevant information to the right person.
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Certifications: Dawn was the winner for the best data analyst at the Big Insight Data and AI
Innovation Awards in 2023.

Relevant information about Dawn’s work
� Dawn makes accurate predictions based on previous data. Dawn learns from feedback to

present improved solutions.
� Dawn integrates all important information regarding different locations and potential

audiences to plan the book tour in the most profitable way.

Dawn has received the following feedback
Dawn is a very efficient AI teammate (Condition A)/teammate (Condition B). Dawn operates
transparently and is easily integrated in a new team. Dawn handles data systematically and delivers
reliable outcomes.
Source: By authors
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