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Abstract

Purpose — This study aims to report the design, development and evaluation of a digital quality
assurance application aimed at improving and ensuring the quality of assessment programmes in higher
education.

Design/methodology/approach — The application was developed using a design-based research (DBR)
methodology. The application’s design was informed by a literature search and needs assessment of quality
assurance stakeholders to ensure compliance with daily practices and accreditation requirements.
Stakeholders from three study programmes evaluated the application.
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Findings — As part of the development of the application, module- and programme-level dashboards were
created to provide an overview of the programme’s outcomes, assessment methods, assessment metrics, self-
evaluated quality indicators and assessment documents. The application was evaluated by stakeholders at
the module and programme levels. Overall, the results indicated that the dashboards aided them in gaining
insight into the assessment programme and its alignment with underlying assessments.

Practical implications — Visualisation of the assessment programme’s structure and content identifies
gaps and opportunities for improvement, which can be used to initiate a dialogue and further actions to
improve assessment quality.

Originality/value — The application developed facilitates a cyclical and transparent assessment quality
assurance procedure that is continuously available to various stakeholders in quality assurance.

Keywords Quality assurance application, Assessment programme, Improving assessment quality,
Ensuring assessment quality, Higher education

Paper type Research paper

Introduction

An assessment programme can be regarded as a combination of various assessment activities
that are purposefully designed and tailored to the aims, content and structure of a curriculum
(Baartman et al, 2017; Van der Vleuten et al, 2012). The quality of an assessment programme
is vital in its ability to optimise student support throughout their learning and development, as
well as to validate student diplomas and certification degrees. Quality can be defined in various
ways, for example as “exceptional”, “fitness for purpose” or “value for money” (Harvey and
Stensaker, 2008, p. 433). In this study, quality is viewed as a “transformation, a process of
change that adds value to students through their learning experience” (Harvey and Stensaker,
2008, p. 433). It highlights the possibility of qualitative change, for example by developing and
enhancing students’ competencies (Kleijnen et al, 2013). In daily practice, higher education
study programmes often encounter difficulties in monitoring and ensuring assessment quality.
They frequently struggle to clearly demonstrate alignment, as indicated by the existence of
gaps between module and programme outcomes and a lack of confirmation that programme
outcomes are efficiently incorporated within the curriculum. Similarly, assessment procedures
may lack transparency and can thus be unclear to stakeholders (Hulpiau and Waeytens, 2003;
Sridharan et al, 2015). When the quality of an assessment programme cannot be ensured, both
the quality of the education and students’ learning processes can be negatively affected
(Lucander and Christersson, 2020).

Quality assurance in higher education refers to measures taken to determine whether the
educational quality is guaranteed (Sluijsmans ef al,, 2015) and is defined as “an ongoing,
continuous process of evaluating (. . .) the quality of a higher education system, institutions,
or programmes” (Vlasceanu et al., 2004, p. 74). With regard to assessment, quality assurance
generally serves two purposes: improvement and accountability (EUA, 2006; Hulpiau and
Waeytens, 2003). Concerning improvement itself, quality assurance is often tailored toward
internal procedures in which programme stakeholders share the responsibility of enhancing
assessment quality (Dill, 2007). From the viewpoint of accountability, quality assurance can
be directed to external procedures in which evidence is provided to an auditing committee to
demonstrate that the assessment programme meets established standards (Dill, 2007,
Hobson et al., 2008). The overall aim of assessment quality assurance in higher education in
Europe is to foster a quality culture in which multiple stakeholders are continuously
engaged and encouraged to improve assessment quality to ultimately meet internal and
external accreditation requirements (EUA, 2006).

Quality assurance within an assessment programme requires a comprehensive,
integrative approach, because it involves a complex evaluation of programme outcomes that
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represent both the educational programme’s philosophy and the complexity of outcomes
that are not typically covered in a 12-week module (Jessop et al., 2012). Furthermore, it is
essential that the various assessment practices are structured in such a way as to facilitate
continuous student learning (Bok et al, 2013; Van der Vleuten ef al,, 2012). To ensure the
programme’s overall quality, multiple stakeholders should be challenged to regularly review
both the quality of the individual assessment practices and the alignment between
individual assessments throughout the programme (Boud and Falchikov, 2006; Norcini
et al., 2018). This requires that stakeholders have an overview of the study programme, and
that they are familiar with the procedures and quality indicators used to evaluate
assessment quality (Baartman et al., 2017; Sluijsmans et al., 2015).

Various examples of the procedures used to ensure assessment quality can be found in the
literature (Baartman et al., 2007, 2011; Lucander and Christersson, 2020; Marciniak, 2018). For
example, Baartman et al. (2007, 2011) developed and validated a self-evaluation procedure to
assess the quality of assessment programmes in competence-based education by evaluating
programme-level quality criteria (e.g. authenticity, fairness, transparency, educational
consequence, reproducibility). The self-evaluation procedure comprises two phases: an
individual Web-questionnaire and a subsequent group interview. The confrontation of
participants’ opinions in the group interview stimulate discussion about and reflection on
assessment quality. The self-evaluation procedure was positively evaluated by its users.
However, the procedure mainly focuses on assessment quality at a single point in time and
does not provide stakeholders with a clear overview of the assessment programme. Lucander
and Christersson (2020) extended the procedure of Baartman et al. (2007) by using the same
criteria to develop a process for quality assurance of assessment (PQAA) for entire
educational programmes. A survey was developed to identify stakeholders’ perceptions of
the assessments in the programme, which functioned as a starting point for internal analysis
and evaluation to develop plans and realise change. In addition to the survey, curriculum
maps and assessment plans were created to visualise the assessments in the various modules
of the programme. As a result, the PQAA provides a framework for quality improvement by
supporting a more continuous procedure and by visualising the assessment programme.
However, a possible gap is that the continuous engagement of various stakeholders may be
restricted. By using a survey as a starting point, the PQAA is not part of the day-to-day
practices of the various stakeholders involved. In addition, the process was directed by a
development team that was not embedded within the educational programme itself.

Having a cyclical and transparent assessment quality assurance procedure that is
embedded within the educational programme is a prerequisite for structurally improving
and ensuring assessment quality (Inspectie van het Onderwijs, 2018). The aim of this study
was therefore to design, develop and evaluate an assessment quality assurance application
that can be used for both improvement and accountability purposes. To ensure that the
application is continuously available to various stakeholder groups, an online web
application was developed. The digital application should support stakeholders in
conducting a structural review of the assessment programme to improve assessment
quality, as well as provide insight into the criteria commonly used to evaluate assessment
quality. Additionally, the application should be user-friendly and adhere to stakeholders’
standard quality assurance procedures and activities to avoid creating additional work for
these stakeholders. The application was evaluated on users’ effort and performance
expectancy because these theoretical concepts are directly related to stakeholders’ intentions
to use newly developed systems (Venkatesh et al, 2003). Effort expectancy is defined as “the
degree of ease associated with the use of the system”, and performance expectancy as “the
degree to which the user expects that using the system will help him or her to attain gains in



job performance” (Venkatesh ef al, 2003, p. 450, p. 447). The following research questions
were formulated to guide the research:

RQIa. Which quality assurance procedures are commonly seen in higher education
educational programmes?

RQ1b. Which quality criteria are commonly used to evaluate assessment quality?

RQ2. What design principles guide the development of a user-friendly digital
assessment quality assurance application that complies with improvement and
accountability purposes?

RQ3. What are the characteristics of a digital quality assurance application for
assessment programmes in higher education?

RQ4. How do stakeholders perceive the developed application in terms of effort and
performance expectancy?

Methods
Research design
The application was developed using a design-based research (DBR) methodology characterised
by a systematic and flexible approach through iterative phases of design, development,
evaluation and redesign, based on collaboration among stakeholders (Bakker and Van Eerde,
2015). DBR advances both theory and practice by using literature and theories to guide the
application’s design principles, and by evaluating these principles in practice (Dolmans and
Tigelaar, 2012; Wang and Hannafin, 2005). The development of the application was directed by a
project team from Utrecht University with extensive expertise in assessment and quality
assurance. The application was developed in four iterative phases:

Design of the application:

(1) Phase 1: Analysis; Scientific literature search and needs assessment to examine
commonly used quality assurance procedures, quality criteria and stakeholders’
current practices (RQ1I).

(2) Phase 2: Design guidelines; formulation of design principles that guide the
development of a user-friendly digital assessment quality assurance application
that complies with improvement and accountability purposes (RQ2).

Development of the application:
(3)  Phase 3: Development; creating electronic dashboards for the quality assurance of the
assessment programme and its alignment with individual assessment practices (RQ3).

Evaluation of the application:
(4) Phase 4: Evaluation; pilot study to examine perceived stakeholder efforts and
performance expectancy (RQ4).

The results of the evaluation will be used to redesign the application. This phase is not
covered in this study but will be discussed in the conclusion section.

Participants
Two stakeholder groups were distinguished in the DBR-study based on their roles and
positions in assessment quality assurance in The Netherlands (Schellekens et al., 2021):
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Table 1.
Overview of
participants in
Phases 1 and 4

(1) Educational programme stakeholders:

e Programme directors or coordinators, who are chiefly responsible for
assessment policy, the quality of the assessment programme and the
implementation thereof.

* Board of examiners, an active and independent committee that monitors the
utilisation of quality—assurance procedures and the assessment of learning
outcomes. The board gives annual reports to the programme director about the
activities they have performed.

(2) Module stakeholders: Teacher(s) that coordinate the module who are responsible
for individual assessment practices within modules.

In Phase 1, stakeholder groups participated in a needs assessment to inform the design of
the application. Stakeholders were interviewed to gain insight into how quality assurance
procedures were performed and implemented, as well as to determine what needs
stakeholders have in ensuring quality. In Phase 4, stakeholder groups participated in a pilot
study to evaluate the application. During Phases 2 and 3, no stakeholder groups were
consulted. In Phase 1, a total of 22 module stakeholders and 14 programme stakeholders
from 5 study programmes participated in a needs assessment, as illustrated in Table 1. The
study programmes were selected to reflect the range of disciplines offered at Utrecht
University and were based upon the inclusion of various types of assessment methods.
Programme directors of five study programmes were asked to randomly nominate four or
five module stakeholders with varying years of assessment expertise to participate in the
needs assessment. Participants were approached via email, informed about the research
project and asked if they were both interested in and had the time available to participate
(convenience sample). All participants were willing to cooperate.

In Phase 4, The application was piloted and evaluated in three study programmes
by both module and programme stakeholders (Table 1). Module stakeholders were
invited if they taught a module between November and May during the academic year
2019-2020. The pilot included 16 module stakeholders (out of a total of 23 invited). A
total of 9 of the 11 programme-level stakeholders who were invited to participate in
the pilot study did so. Reasons for non-participation were lack of time, illness and the
impact of the COVID-19 pandemic that affected higher education in The Netherlands
in March 2020.

Participant needs assessment Participant pilot study
(Phase 1) (Phase 4)

Module Programme Module Programme
Faculty stakeholders stakeholders stakeholders stakeholders
Faculty of Geosciences 4 7 4
Faculty of Humanities 3
Faculty of Law, Economics, and 4
Governance
Faculty of Medicine 3
Faculty of Science 5
Faculty of Social and Behavioural 5 2 4 2
Sciences

Faculty of Veterinary Medicine 5 5 5 3
Total N=22 N=14 N=16 N=




Procedure

Digital

Figure 1 depicts the study’s research design in chronological order, including the activities application for

performed, methods used and the participants involved in each phase. The arrows in the
figure emphasise the study’s iterative nature. The application was developed in
collaboration with designers, programmers and assessment experts from Cito Foundation,
an institute for educational measurement in The Netherlands, who develop assessments and
educational technology for all educational sectors.

In Phase 1, a scientific literature search was conducted to examine commonly used
internal and external quality assurance procedures in higher educational programmes, as
well as the criteria used to evaluate assessment quality. Furthermore, a needs assessment
was carried out among both module and programme stakeholders of various study
programmes. Interviews were conducted to gain insight into how quality assurance
procedures were performed and implemented, as well as to determine what needs
stakeholders have in ensuring quality. Various concept designs were piloted during the
interviews, both on paper and in online environments. In multiple sessions, the project team
evaluated the findings of the literature search and needs assessment and used them to
inform the design of the application. In Phase 2, the design guidelines that directed the
development were formulated. In Phase 3, both module- and programme-level dashboards
were created, resulting in an assessment quality assurance application that was available
online.

In Phase 4, the application was piloted in three study programmes among module and
programme stakeholders. For each study programme, a beta version of the application was
programmed with authentic assessment information that was delivered by the programme
director (e.g. the programme’s curriculum, learning outcomes, assessment methods, etc).
Participants in the pilot study were interviewed twice. The first interview was conducted
prior to the start of the pilot to inform participants about the study and become acquainted
with participants’ knowledge and the methods used to ensure assessment quality. All

Development Evaluation

Phase 1 - Analysis Phase 2 - Guidelines Phase 3 - Development Phase 4 - Evaluation

[ Activities: \ Activities: Activities: [ Activities: \

= |nventarisation of = Formulation of design = Development of = Pilot study among three
commonly used guidelines dashboards at the educational programmes
assessment quality programme and module to evaluate quality
criteria Methods: levels assurance system

= Informed by scientific
literature and needs Methods: Methods:

Inventarisation of quality
assurance procedures and
needs of stakeholder assessment = Informed by scientific
groups literature, needs

= Feedback on concept assessment, design
designs guidelines

* Semi-structured
interviews at the start
and the end of the pilot;

Participants:
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Participants:
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* Module stakeholders
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- end pilot: n =13
* Programme stakeholders
- start pilot: n=9
-end pilot:n=7
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Figure 1.
Research design,
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Figure 2.

Summary of the
results for each phase
in the research design

participants were given a handout with instructions on how to use the application
independently. The second interview with module stakeholders was conducted after they
completed their module and entered the required information into the application. The
second interview with programme stakeholders was conducted at the end of the pilot study.
The purpose of the second interview was to evaluate stakeholders’ experiences with the
application concerning the perceived effort and performance expectancy. Semi-structured
interviews were held during Phases 1 and 4. In Phase 1, interviews were guided by both the
first author and a research assistant. In Phase 4, all interviews were conducted by the first
author. During Phase 4, six participants were unable to fit the interview into their schedule
and instead answered the questions on paper. After reading the information letter, all
participants signed a letter of informed consent prior to the start of their interview.

Analysis

All interviews were recorded on a voice recorder and transcribed verbatim. The first author
reread the transcriptions of the interviews and written answers several times to ensure they
understood their content and context. All data were imported into NVivo (version 12) and a
content analysis was carried out (Cohen et al, 2018). The analysis of the data proceeded in
stages, starting with an exploration stage to assign descriptive codes to topics that related to
the research questions. Then, in the specification stage, the codes were constantly compared
to group them within a structure of categories. Finally, in the reduction stage, the first and
last authors examined the codes for coherence on content, frequencies and stakeholder
groups to summarise the data (Baarda et al, 2001; Cohen et al., 2018). In an iterative process,
the emerging themes of the content analysis were discussed until a consensus was reached.

Ethical considerations

Ethical approval was given by the ethical board of the Faculty of Social and Behaviour
Sciences of Utrecht University and registered under nr. UU-FETC18-126 (phase 1) and nr.
UU-FETC19-022 (phase 4).

Results

This section will summarise the research findings in relation to the research questions that
emerged from the four phases of the DBR study. Figure 2 illustrates a summary of the
results for each phase. First, quality assurance procedures in higher education study

Development m

Phase 1 - Analysis Phase 2 - Guidelines Phase 3 - Development Phase 4 - Evaluation

Results:
= Overview of design
principles that direct the

Results:
= Description and
visualisation of the

Results:

= Participants’ feedback on
the developed application
in terms of:

- Effort expectancy;
represented by themes:

Results:

= Review of quality
assurance procedures in
higher education

* Overview of assessment

development of a quality
assurance application

features and content of
the quality assurance
application's dashboards

quality evaluation criteria
at the module and
programme levels

a) ease of use, and b)
presenting information

- Performance expectancy;
represented by themes a)
supporting current quality
assurance practices, and
b) insight in quality




programmes will be described, in addition to the criteria commonly used to evaluate
assessment quality. Second, the design guidelines that steered the development of the
application will be presented. Third, examples of dashboards designed to characterise a
quality assurance application for assessment programmes in higher education are provided.
Fourth, findings regarding stakeholders’ perceptions of the application developed in terms
of effort and performance expectancy are presented.

Quality assurance procedures in higher education

Internal quality assurance procedures. Within higher education in Europe, it is an explicit
aim of accreditation bodies to further develop and improve educational programmes (EUA,
2006). Ideally, internal quality procedures in which programme stakeholders share the
responsibility to enhance assessment quality serve as a balance to the requirements of
external accountability (Dill, 2007; EUA, 2006). Internal quality assurance procedures are
used to review assessment practices and the assessment programme on a regular basis. To
enable stakeholders’ reflection on current assessment practices, internal quality assurance
procedures refer to a method of self-evaluation (Baartman et al, 2007; Hobson et al., 2008;
Sluijsmans et al., 2015). Self-evaluation can be an effective approach to both ensure external
quality assurance and increase internal quality (Sluijsmans ef al., 2015). Moreover, self-
evaluation can result in concrete points for improvement and can raise awareness about the
quality of the assessments (Dijkstra and Baartman, 2011). Another method to facilitate
reflection on assessment practices is the inclusion of a plan, do, check, act (PDCA) procedure
(Baartman ef al, 2007; Hobson ef al., 2008). Within higher education, a PDCA procedure to
ensure assessment quality is often organised around the stages of the “assessment cycle”
(Sluijsmans ef al., 2015; Van Berkel et al, 2017). The assessment cycle prescribes several
steps to realise the quality of individual assessment practices within a module. The
assessment cycle generally comprises four stages:

(1) the design stage, for alignment between module learning outcomes, as well as the
purpose, content and method of the assessment;

(2) the administration stage, for the proper administration and assessment of the test;

(3) the evaluation stage, for analysing and evaluating both the test scores and the test
itself; and

(4) the action stage, for formulating actions for improvement as the final stage to close
the PDCA (Bijkerk, 2015).

For each subsequent stage, procedures can be performed to ensure high quality assessment.
External quality assurance procedures and standards. Assessment is an integral part of
external quality assurance procedures. Although national frameworks for quality assurance
vary from country to county, they generally follow the model of an external quality audit
process by a committee that assesses the educational programme’s performance against
governmental requirements (Dill, 2007). For example, in The Netherlands, once every six
years the study programme is visited by independent experts who assess the programme’s
quality according to the level of its discipline (Inspectie van het Onderwijs, 2018). In
preparation for this visit, the programme’s management board writes a self-evaluation
report and presents additional documents. The documents provide insight into how
assessment quality is ensured at both the programme level (e.g. assessment policy plan,
curriculum evaluations) and the module level (e.g. module assessment plans, rubrics, module
evaluations, etc). In relation to assessment quality, the following two standards are assessed
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throughout a Dutch accreditation NVAO, 2016, 2018). Higher education study programmes
must provide evidence that the programme:

* has an adequate system of assessment, that is, the individual assessment practices
are valid, reliable, the assessment requirements are clear to students and
assessments should support students’ learning processes; and

» has covered programme learning outcomes, that is, it should be demonstrated at the
programme level that the intended learning outcomes have been achieved.

Criteria for evaluating the quality of assessments

For both internal and external quality assurance purposes, quality criteria are used to
evaluate assessment quality. The results of review studies generally distinguish between
four assessment quality criteria (Baartman et al, 2007; Gerritsen-van Leeuwenkamp et al.,
2017; Maassen et al., 2015; Van der Vleuten and Schuwirth, 2005):

(1) wvalidity, which refers to whether an assessment (programme) is appropriate for
achieving the intended learning outcomes;

(2) reliability, which refers to whether an assessment (programme) is administered
accurately and consistently;

(3) transparency, which refers to whether the assessment (programme) has clear
procedures and criteria for judging performance; and

(4) educational learning impact, which refers to whether an assessment (programme)
optimally supports and enhances students’ learning processes and development.

The latter criterion emphasises that the assessment programme is part of students’ overall
learning process (Van der Vleuten and Schuwirth, 2005). For example, by directing student
participation in assessment activities and by thinking systematically about students’
development throughout the programme (Boud and Falchikov, 2006). The examples in
Table 2 demonstrate how these criteria can be operationalised at the module and
programme levels. The examples are drawn from the scientific literature search and current
assessment practices of the needs assessment participants.

Design guidelines for the digital assessment quality assurance application
The guidelines were developed with the goal of creating an application that:
* can be used for improvement, by embedding the application as an integral part of
quality assurance procedures;
¢ can be used for accountability, by providing insight into the quality of the
assessment programme and individual assessment practices; and
* isuser friendly, by being applicable and easy to use for all users.

Table 3 summarises the design guidelines for each goal.

Characteristics of the assessment quality assurance application developed

Based on these guidelines, learning dashboards were developed to visualise data in a variety
of ways to facilitate both self-monitoring and administrative monitoring (Schwendimann
et al, 2016). Learning dashboards are defined as “a single display that aggregates different
indicators about learner(s), learning process(es) and/or learning context(s) into one or
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Table 3.

Overview design
guidelines for digital
assessment quality
assurance
application

Goals Design guidelines

Improvement This requires that the application:
e involves various assessment stakeholders
e is available for day-to-day practice
o facilitates a PDCA to continuously monitor and reflect on improvements
e includes information that supports stakeholders in creating an overview of individual
assessment practices
e includes information that supports stakeholders in creating an overview of the
assessment programme
o is informative about assessment quality (giving insight into its potential weaknesses
and strengths) instead of normative (assessing the quality as sufficient or insufficient)
Accountability This requires that the application:
e includes information on how individual assessment practices are realised
e includes information on how the assessment programme is structured
e makes use of assessment quality criteria that are commonly used for accreditation
purposes
o stores and visualises information (evidence) that is requested for accreditation
purposes
User-friendly This requires that the application:
e complies with stakeholders’ current quality assurance procedures and practices
e is transparent (safe to use for all stakeholders)
o is adaptive/flexible to the user’s organisational role (different rights and obligations)
e has the possibility to input data at different times
e enables intuitive use

multiple visualisations” (Schwendimann ef al., 2016, p. 37). In Figure 3, a use case diagram is
displayed to make the dashboards easier to interpret by illustrating the user’s possible
actions with the application (Gemino and Parker, 2009). Figures 4-6 show various
dashboard visualisations at the module and programme levels.

Dashboards at the module level. Figures 4 and 5 depict dashboards displaying module-
level assessment information. Specifically, Figure 4 presents the dashboard that was created
to collect data on individual assessment practices, whereas Figure 5 illustrates an overview
dashboard, aggregating data from multiple assessment practices into a single view. This
dashboard was created to visualise how module stakeholders view various aspects of
assessment quality. Module-level information is accessible to the module’s owner and
programme stakeholders. The following features and content are included in dashboards.
The numbers in brackets denote features in Figures 4 and 5:

* APDCA cycle.

The PDCA serves as a guide for teachers’ assessment practices to monitor and improve
assessment quality. The PDCA cycle is comprised of four stages that correspond to teachers’
daily practices: design stage (1a); administration stage (1 b); evaluation stage (1c); and action
stage (1d).

* Self-evaluation questions.

The questions evaluate individual assessment practices in Stages 1-3 of the PDCA.
Four questions can be answered during each stage. The content of these questions
covers four quality criteria utilised to indicate assessment quality: validity (2a);
reliability (2b); transparency (2c); and educational learning impact (2d). In Figure 5,
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Figure 5.
Dashboard module
level — overview
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questions are displayed for the design stage. The stakeholder indicates whether (2e)
or not (2f) the quality criterion is applicable to the assessment practice. Furthermore,
the stakeholder indicates their level of satisfaction with each question (2g). The
study assumed that less satisfaction could indicate a point for attention or
improvement. For each stage, a text field was presented to substantiate choices and
answers (2h).

¢ Assessment metrics.

For each assessment practice, metrics can be included such as grade average, pass/fail rate
and reliability measures (i.e. Cronbach alpha’s), etc.

» Aggregated data of individual assessment practices

For each assessment practice, an overview is presented of aggregated self-evaluation scores (level
of satisfaction) for the PDCA stages of design (4a), administration (4b) and evaluation (4c).

» Storage of assessment documents.

For each assessment practice, documents can be uploaded that are relevant to store for

accreditation purposes (i.e. test blueprints, assignments, rubrics, test analysis, evaluations).
Dashboards at the programme level. Dashboards at the programme level were created to

visualise the structure and content of the assessment programme. The dashboard depicted



in Figure 6 was created to assist users in visualising the alignment of module and Digita]
programme outcomes (dashboard A). The data in dashboards A and B were compiled using application for
assessment information provided by the programme director (e.g. by means of an lit
assessment policy plan). This information was previously entered and can be added by a quality
programme director’s assistant. Dashboards C, D and E present aggregated data derived assurance
from module-level information sources. All programme dashboards were accessible for all
stakeholders involved. Dashboards include the following features and content. The numbers 359
in brackets denote features in Figure 6.

» Interactive information filters.

All information at the programme level can be filtered (1), indicating that selections can be
made per year (1a) and per module (1b) as needed. This enables stakeholders to examine the
differences between modules and/or years and to select specific learning trajectories.

¢ Assessment programme policy and procedures (2).

Assessment documents that are relevant to the entire programme can be stored and are
available for all stakeholders involved.

¢ Dashboard programme outcomes (A).

This dashboard presents an overview of the alignment between module (al) and programme
outcomes (a2). It displays in which module (al) and how often (a3) the programme outcomes
are assessed. The programme outcomes appear in a textbox when scrolling with a mouse
(a4). When a programme outcome is assessed, the cell turns grey (a5).

e Dashboard assessment methods (B).

This dashboard presents an overview of the alignment between the assessment methods
used (i.e. written exam, presentation, paper, etc) and programme outcomes.

» Dashboard assessment metrics (C).

This dashboard presents an overview of the assessment metrics that were entered for
individual assessment practices (i.e. grade average, pass/fail percentages, reliability
measures).
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¢ Dashboard self-evaluation (D).

This dashboard presents an overview of the self-assessment questions that were answered
by the module stakeholder. Data is aggregated for each module and visualised by
categorising it according to one of the four assessment quality criteria.

» Dashboard assessment documents (E).

This dashboard presents an overview of the assessment documents that were uploaded by
the module stakeholder.

Stakeholders’ perceptions of effort and performance expectancy
This section presents stakeholders’ perceptions of the developed application in terms of its
effort and performance expectancy.

Participants’ feedback on effort expectancy. We asked stakeholders about the perceived
degree of effort associated with the use of the application. An analysis of their answers
indicated the existence of two main themes:

(1) ease of use; and
(2) presenting information.

Ease of Use. Most of the participants found the application to be user friendly and
straightforward to use. They were thus able to easily navigate between the dashboards:

It was actually very gallant, also because of the design and the ease with which you can navigate
the data. It remains clear. You can quickly return to the main screen. And you don’t get bogged
down in all sorts of sub-screens. (Programme stakeholder 2, programme 1).

Some bugs and lay-out problems were reported. For example, when using a specific device,
certain dashboards and functionalities within the application were not properly laid out.

Presenting information. While the visualisation and simple design of the application
meant that it was generally perceived as being easy to use, some participants had difficulty
processing the information displayed. Similarly, some programme dashboards were
perceived as having too much detail and thus being difficult to interpret:

There’s a lot of data here. So, to obtain a good image, you must take in a lot of data. (Programme
stakeholder 2, programme 2)

To avoid information overload, participants recommended to include a legend explaining
the use of colours, numbers and symbols. Furthermore, various stakeholders did not fully
comprehend all the information included. In the self-evaluation questions, for example,
assessment concepts such as test blueprint, rubric and formative assessment were used.
Additionally, participants mentioned that the programme learning outcomes were
formulated in such a way that they were too abstract to comprehend. Participants also
recommended that the assessment include additional information recourses (e.g. hyperlinks
or a glossary) to facilitate a shared framework of assessment concepts and to support the
standardisation of assessment concepts that are commonly used in the study programme.

Participants’ feedback on performance expectancy. Stakeholders were asked about their
perceived performance expectancy, or the degree to which the user expects that utilising the
application will help them to improve quality assurance practices. From the interviews, two
themes emerged:

(1) supporting current quality assurance practices; and
(2) 1insight in quality.



Supporting current quality assurance practices. In general, the application complied with
stakeholders’ current methods to ensure assessment quality. In terms of additional
workload, module stakeholders said that filling out the application required minimal extra
time because the necessary information was already provided. At the module level, the four
stages identified in the PDCA aligned with the practices of module stakeholders to ensure
assessment quality (even though in practice stakeholders often failed to consciously go
through these stages when designing assessments). The self-evaluation questions assisted
stakeholders in becoming aware of the various aspects related to assessment quality and
facilitated them in reflecting on their assessment practices. The questions also prompted
some module stakeholders to try out new things:

I have two major goals for next year. A rubric is the first of these, that I will be able to better
assess the module’s final report, that the way I assess becomes a little more visible to the students.
[...] And the second is that I might want to work with the students for the review report
assessment. That they look over each other’s reports. I had considered it before, but now that I've
completed it [the self-evaluation questions], I realised: okay, I could involve the students
themselves a bit more in that. (Module stakeholder 4, programme 1)

At the programme level, the application provided stakeholders with information on how the
assessment was structured and how each module contributed to the programme’s outcomes.
This information helped stakeholders to reflect on the programme and provided them with
insight into areas for improvement:

You see that it [programme learning outcomes] is distributed very unevenly and you also see that
some modules cover all the programme outcomes. And, thinking with all your common sense, |
think “but that is just not possible”. We therefore need to take a good look at how this works.
(Programme stakeholder 2, programme 2).

Programme stakeholders valued the fact that information was easily retrievable and up to
date. This saved them time in requesting information for module analyses and accreditation.
For this reason, some module stakeholders stated that the application would benefit
programme stakeholders rather than individual module stakeholders. Suggestions for
further compliance with current quality assurance procedures were the creation of a
dashboard with a PDCA at the programme level and the possibility of automatically
uploading information from other systems (e.g. student evaluations, grading systems, etc).
Insight in quality. The module overview allowed stakeholders to quickly see how
satisfied they were with their assessment practices. However, most of the participants
reported that the aggregated data of self-evaluation questions (ie. whether module
stakeholders were satisfied or not with various quality aspects of their assessment methods)
was not directly related to assessment quality. Due to the subjective evaluation of the
module stakeholder self, this overview did not equip stakeholders with the knowledge
needed to improve assessment quality. Participants preferred that assessment quality
questions be compared to (objective) quality guidelines or feedback from third parties:

Is it necessary that I am satisfied with quality aspects of the assessment? It’s not just about whether I
am satisfied as an individual. It’s also about if my colleagues, the department, the students, or
anybody else are satisfied as well. That is less measured here. (Module stakeholder 5, programme 3).

Dashboards with aggregated assessment metrics and assessment documents at the
programme level provided stakeholders with a better understanding of assessment quality
because these indicators were based on measurable, objective data and included the ability
to compare modules. Furthermore, programme-level dashboards enabled module
stakeholders to “peek into another’s kitchen”. Module stakeholders valued the opportunity
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to gain insight into how the various assessment practices were constructed and applied at
the programme level:

You are frequently on your own as a teacher. This [application] is, in my opinion, a very good
method to question how we are performing as a study programme. I believe it is also critical to be
able to compare your own module to what others are doing. It also serves as a starting point for
discussion: how do we do this? Are you going to change something in your module, or am I going
to do that? (Module stakeholder 4, programme 3).

To improve further insight into assessment quality, it was recommended that self-
evaluation questions be answered and compared within a module-team and that deviations
from the norm would be visualised and highlighted, rather than simple data aggregation.

Conclusion and discussion

In this DBR study, a digital quality assurance application for higher education assessment
programmes was iteratively designed (Phases 1 and 2), developed (Phase 3) and evaluated
(Phase 4). The application’s design was informed by a literature search and needs
assessment of the programme and the module assessment stakeholders. Design guidelines
were formulated to develop an application that is easy to use in daily practice and serves the
dual purposes of improvement and accountability. As part of the development of the
application, module-level dashboards were created to assist module stakeholders in a PDCA
cycle of designing, administering and evaluating assessment practices using self-evaluation
questions. Programme-level dashboards were developed to provide a comprehensive
overview of the outcomes assessed at each level, in what way and how often. The
application was evaluated for perceived effort and performance expectancy by stakeholders
at the module and programme levels because these concepts directly link to stakeholders’
intentions to use the developed application (Venkatesh et al, 2003). Regarding effort
expectancy, participants generally perceived the application as user friendly. In terms of
performance expectancy, the application generally supported participants in their quality
assurance practices. For example, module stakeholders perceived the included PDCA as
supporting in becoming aware of the various methods assessment quality can be ensured.

By digitising assessment quality assurance procedures, the application enhances the value
of existing procedures (Baartman, 2007, 2011; Lucander and Christersson, 2020). A primary
advantage of an online application is that it is always accessible, so multiple assessment
stakeholder groups can work on it independently. For example, in the current study was found
that stakeholders were motivated to use the application because they gained control over their
own quality assurance procedures. Most participants perceived the application as user friendly
and were able to begin using it after reading the manual. Hence, in contrast to the developed
procedures outlined in the introduction (Baartman et al., 2007, 2017; Lucander and Christersson,
2020), there is no need to schedule group interviews or hire an external team to work on quality
assurance. In this way, the application can support educational programmes in achieving their
aim of integrating assessment quality into daily activities (Emil and Cress, 2014), thus
preserving stakeholders’ commitment and motivation (EUA, 2010)

A second advantage of using an online application to assess quality assurance is that the
developed dashboards, at the module and programme levels, allow the user to visualise
assessment quality. Depending on the question being investigated, or the level of quality
that is at stake, different overviews can be created. These overviews contribute to the
transparency of the assessment programme by enabling stakeholders to comprehend how
their practices contribute to the assessment programme and to gain insight into how their
peers conduct assessments and identify potential gaps. To ensure transparency, all



programme dashboards are accessible to all stakeholders. The majority of the participants
appreciated this because it enabled them to view assessment holistically. This may
encourage discussions of the assessment programme’s structure and can facilitate module
stakeholders’ collaboration across modules (Medland, 2016). The visualisation of
assessment quality was also useful for accountability purposes. For example, the
application provided information about how programme outcomes were realised and gave
stakeholders insight into the aspects that relate to assessment quality (ie. validity,
reliability, transparency and learning impact). Programme stakeholders found information
sources such as assessment documents and metrics helpful for analysing and ensuring
assessment quality. However, for most participants, the aggregated data based on module
stakeholders’ self-ratings did not directly relate to assessment quality. These measures were
deemed too subjective to consider because they were not linked to predefined quality
standards or independently assessed. This is in line with Baartman et al. (2007), who stated
that when self-evaluation is used for accountability purposes, issues of reliability become
critical. Additional research is required to determine the extent to which self-evaluations
benefit both the improvement and accountability purposes.

In this study, we focused on the design, development and evaluation of a digital application
for assessment quality assurance. The application’s design is unique in that it was produced
through cocreation. As a result, the developed prototype had a good fit with the users’ daily
quality assurance procedures and working with the application was generally not experienced
as an extra workload. Regarding future application development, the feasibility of creating a
programme-level PDCA should be examined because this functionality was designed only at
the module level. In addition, users should be guided to process the information on the
dashboards, for example, by including legends or hyperlinks. The results of the evaluation will
be used to redesign the application, which is the final phase of a DBR study. This final phase
was not included in the current study; as a result, the impact of the application on participant
behaviour and changes in assessment practices were not examined. This is a limitation of the
current study. However, in the pilot study was found that, by using the application,
participants became more familiar with the procedures and quality indicators used to evaluate
assessment quality, thereby enhancing their assessment literacy (Price ef al., 2011). The results
of a follow-up study conducted by Lucander and Christersson (2020), which examined the
effects of implementing a quality assurance procedure, showed that the development of
assessment literacy did change practices because it resulted “in an enhanced assessment
structure and curriculum reform” (p. 148).

When using a digital application to assess quality assurance, an issue that requires
further consideration is how to best use available assessment data. Possible impediments to
effective information use include information being accessed but not acted on and actions
not resulting in significant improvements (Kuh et al., 2015). New research can focus on, for
example, which actions stakeholders take on the basis of the information (EUA, 2010).
Furthermore, when assessment information will be stored for multiple years, it will be
essential to focus on data collection limitations to maintain efficiency (EUA, 2010). In this
regard, the use of learning analytics techniques is worth investigating in relation to how it
can stimulate workplace learning (Van der Schaaf et al., 2017).

We found that the digital application developed provides a comprehensive picture of the
assessment programme’s quality and supports internal and external quality assurance
procedures. Although the application was evaluated at a single institution in The
Netherlands, the different study programmes that participated adhere to European quality
concepts and standards (Lucander and Christersson, 2020). We also acknowledge that
continuously improving and ensuring assessment quality entails more than simply adding a
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new application (Dolmans and Tigelaar, 2012); it also necessitates a cultural shift, as
evidenced by a shift away from quality control (with an emphasis on accountability) and
towards increased autonomy based on the experiences and expertise of the stakeholders
involved (Bendermacher et al, 2017; EUA, 2006). To foster such a learning culture, the
introduction and implementation of the application are critical. Expectations must be
justified for successful embedding of the application. All stakeholders must understand why
the application is necessary to use and what is expected of them. It is also important that all
stakeholders have a shared understanding of programme outcomes, assessment quality and
the factors that influence them (Price et al,, 2011; Russell and Markle, 2017). By facilitating
ongoing discussions about assessment (programme) quality as represented in the
application, the application can help stakeholders initiate productive dialogue and think
about assessment quality in a more sophisticated manner, thereby contributing to the
development of a high-quality culture of learning (Bendermacher et al., 2017).

Funding: The digital assessment quality assurance application was developed with funding
from the Utrecht Education Incentive Fund from Utrecht University and funding of Cito
Foundation, Institute for Educational Measurement in The Netherlands.

Disclosure statement. The authors of this study certify that they have no affiliations with
or involvement in any organisation or entity with any financial interest or non-financial
interest in the subject matter or materials discussed in this manuscript. The digital
application is open-source software and is published under license of Microsoft Public
License and is approved by the Open-Source Initiative: https://opensource.org/licenses/MS-
PL. The code can be found at https://github.com/Citolab/equality. The application will be
further developed in collaboration with Utrecht University.
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