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Abstract

Purpose – Cyberattacks have become amajor threat to small andmedium-sized enterprises. Their prevention
efforts often prioritize technical solutions over human factors, despite humans posing the greatest risk. This
article highlights the importance of developing tailored behavioral interventions. Through qualitative
interviews, we identified three persona types with different psychological biases that increase the risk of
cyberattacks. These psychological biases are a basis for creating behavioral interventions to strengthen the
human factor and, thus, prevent cyberattacks.
Design/methodology/approach – We conducted structured, in-depth interviews with 44 employees,
decision makers and IT service providers from small and medium-sized Swiss enterprises to understand
insecure cyber behavior.
Findings –A thematic analysis revealed that, while knowledge about cyber risks is available, no one assumes
responsibility for employees’ and decision makers’ behavior. The interview results suggest three personas for
employees and decision makers: experts, deportees and repressors. We have derived corresponding biases
from these three persona types that help explain the interviewees’ insecure cyber behavior.
Research limitations/implications –This study provides evidence that employees differ in their cognitive
biases. This implies that tailored interventions are more effective than one-size-fits7-all interventions. It is
inherent in the idea of tailored interventions that they depend on multiple factors, such as cultural,
organizational or individual factors. However, even if the segments change somewhat, it is still very likely that
there are subgroups of employees that differ in terms of their misleading cognitive biases and risk behavior.
Practical implications – This article discusses behavior directed recommendations for tailored
interventions in small and medium-sized enterprises to minimize cyber risks.
Originality/value –The contribution of this study is that it is the first to use personas and cognitive biases to
understand insecure cyber behavior, and to explain why small andmedium-sized enterprises do not implement
behavior-based cybersecurity best practices. The personas and biases provide starting points for future
research and interventions in practice.
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1. Introduction
Cybercrime has become a significant problem for small and medium-sized enterprises. The
number of successful attacks has increased dramatically in recent years. In 2022, 493.33 million
ransomware attacks were officially documented by enterprises worldwide (Kolesnikov, 2023).
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A quarter of all small enterprises in Switzerland have already encountered cyberattacks (Peter
et al., 2020). Cyber criminals infiltrate networks to cause damage, make financial gains, and/or
steal sensitive data, and cyberattacks can lead to reputational damage, financial losses, or even
the complete closure of an enterprise (Ferro and Sapio, 2020). Addressing the resulting damages
requires significant effort. Consequently, risk management for information systems is a top
priority for enterprisesworldwide.Most enterprises today rely on latest technology (Nobles, 2018)
and invest money in technical security tools, including both software and hardware solutions.
This study is motivated by the fact that small and medium-sized enterprises often neglect the
human element of cyberattacks (Abass, 2018). An employee can pass on all the information an
attacker needs without having to overcome any technical hurdles. Therefore, no one is safe from
cyberattacks (Choras et al., 2016), as the human element is the weakest link in the security chain
(e.g. D’Arcy et al., 2009; Proctor and Chen, 2015; Triplett, 2022). Cybercriminals exploit this
vulnerability by psychologically manipulating employees and decision makers.

In addition, our study is driven by current interventions that often include information
and awareness campaigns. However, these approaches have two significant drawbacks.
First, they adopt a uniform, one-size-fits-all strategy for all individuals. Second, they overlook
the distinct cognitive biases that drive the cyber behavior of employees and decision makers.
Instead, a more effective approach would involve segmentation, considering that tailored
interventions have demonstrated superior efficacy (Lustria et al., 2013). Interventions should
be designed based on different user characteristics (Baltuttis et al., 2024) and specific biases,
as this would make them more effective.

The aim of this article is to illustrate that employees and decision makers differ in the way
they interpret cyber risks. They differ in their cognitive biases, which make carrying out
cyberattacks easier. These cognitive biases can serve as a basis for creating tailored
interventions that directly address and counter unsafe behaviors.

1.1 Influences on cyber security behaviors
An individual’s cyber security behavior is influenced by various factors and rationales, and,
therefore, a comprehensive understanding of the same is required to formulate successful
intervention strategies. The ecological model serves as an appropriate theoretical foundation to
capture the multiple determinants of cyber behavior (see Figure 1; Sallis et al., 2015). Ecological
models are widely used to encompass the diverse influences on one’s behavior across various
levels. Thesemodels include the following factors that influence behavior: individual differences

Figure 1.
Ecological model
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(e.g. awareness, knowledge, or attitude), organizational factors (e.g. guidelines), and socio-
cultural factors (e.g. social norms; Morgan et al., 2020; Williams et al., 2017).

1.2 Individual factors
The primary determinants of an individual’s cyber behavior stem from their understanding of
cybersecurity, their knowledge, awareness, beliefs, experiences, perceptions, and attitudes
(Morgan et al., 2020). A lack of knowledge and awareness among employees and decision
makers contributes to the high success rate of cyberattacks (Jain et al., 2016). There are some
misconceptions in enterprises regarding cyber risks. First, it is often assumed that the size and
importance of an enterprise are relevant for a cyberattack. Employees are unaware that bots
carry out automated and repetitive attacks regardless of an enterprise’s size and importance
(Abreu et al., 2020).These bots are programmed to randomly send thousands of phishing emails
with the hope that someone will fall for them. Individuals are particularly prone to clicking on
links or providing information to people they trust, those making urgent appeals, and those
with an authoritative status (Williams et al., 2018). Second, employees believe it is easy to
identify malicious emails. They underestimate not only the true risk of such attacks (Williams
et al., 2017; Wilson et al., 2023) but also their severity (Albladi and Weir, 2018). Third, if they
accidentally fall for an attack, they believe that they are either protected by firewalls or that IT
specialists will solve the problem, as they are responsible for such issues. In summary, the key
to the success of cyberattacks lies in the relative ease with which people’s emotions and
thoughts can be manipulated, which is something that employees and decision makers do not
realize. Attackersmanipulate their victims by developing a relationship with them to gain their
trust (Mashtalyar et al., 2021). The victims are then exploited and end up disclosing confidential
information and sensitive data (Yaacoub et al., 2020).

1.3 Organizational factors
Providing cybersecurity guidelines have become a standard practice in companies, which include
specific instructions for employees. Although some enterprises compile technical and behavioral
guidelines, employees often do not follow them. One of the problems in this regard is that
following the behavioral guidelines does not provide any immediate, tangible benefit for their
work. Further, the compliance costs are considerably high (Kirlappos et al., 2014). It is often
burdensome, for example, to constantly change passwords and to remember longer, complicated
ones. This can cause fatigue with respect to security procedures, particularly when these are
perceived as hindrances to employees’ primary tasks (Stanton et al., 2016). The increased time
constraints, driven by numerous tasks and looming deadlines, amplify the risk of cyber
misconduct (Chowdhury et al., 2019).When decisions aremade under such time constraints, there
is a shift from thoughtful cognitive processing to automatic habitual responses (Wirz et al., 2018).
Under stress, employees often unconsciously fall back on habitual actions in pursuit of efficiency
(Aggarwal andDhurkari, 2023). Over time, theydeveloppsychologicalmechanisms that reinforce
their disregard for guidelines and perpetuate insecure behavior.

1.4 Socio-cultural factors
Culture is a complex, dynamic system that reflects the attitudes, norms, values, practices,
communication patterns, roles, and other social regularities of a group (Kreuter and McClure,
2004). Ethnic, organizational, and cybersecurity culture are interconnected, as ethnic culture can
shape organizational culture, which, in turn, shapes cybersecurity culture (Gundu et al., 2019).
Organizational safety culture, with its norms and values, guides employee behavior. Employees
adapt their behavior by observing the actions and behaviors of others (Ferro and Sapio, 2020).
For example, in a company where sharing passwords is common, an employee will typically
accept this practice without questioning it and conform to the established norm. When an
employee aligns with an organizational culture that does not prioritize cyber-safe practices, the
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likelihood of them engaging in unsafe cyber behavior increases (Morgan et al., 2020). Further,
there are certain differences between ethnic cultures. Individuals in collectivist cultures (e.g.
Asians) have a greater tendency to conform to social norms (Iyengar and Lepper, 1999; Kim and
Markus, 1999) and imitate the behavior of those around them (VanBaaren et al., 2003) compared
to those in individualistic cultures (e.g. Americans). In the East, individuals tend to avoid
behaviors that cause social disruption anddefine themselves through theirmembership of social
groups (Triandis, 1989). Rocha Flores et al. (2015) explored the relationship between culture and
resistance to email phishing across nations (USA, Sweden, and India), revealing that culture has
a substantial influence on users’ behaviors and decisions in risky situations. In addition, one’s
perception of risk and trust differ across cultural contexts (Bada et al., 2019). Cultures with a
greater degree of trust are easier to deceive and, therefore, more likely to fall victim to
cyberattacks (Rocha Flores et al., 2014).

1.5 The current study
In many behavior change interventions, standard cyber-awareness campaigns are carried out,
which often provide information without taking into account the cultural backgrounds and
specific contexts involved. Consequently, such information campaigns usually fail (Bada et al.,
2019). For behavior change interventions to be effective, theymust address the factors that hinder
the desired behavior and must be tailored to the population and context in which the target
behaviors are required (Michie et al., 2011). Interventions tailored to specific segments are more
effective at changing behavior than a general, one-size-fits-all approach (Lustria et al., 2013).

This article aims to determine what types of individuals work in small and medium-sized
enterprises and how they differ in their biases toward insecure cybersecurity behavior.
Interviews were conducted to assess the motives and biases associated with the insecure
cyber behavior of employees and decision makers, and individual, organizational, and socio-
cultural factors were captured to gain a comprehensive understanding of the aspects that
influence their behavior. We derive cognitive biases because, among other factors, these
make people vulnerable to cyberattacks (Hong, 2012;Morgan et al., 2020). Biases significantly
guide one’s decision-making, impacting the various daily choices they make (Kahneman,
2011). While biases can aid information processing, they can also lead to inaccurate
judgments or irrational decisions, which are falsely perceived as objective. One way to
successfully change individuals’ behavior is to focus on these biases.

Thus, we use these biases as a basis for creating practical interventions that directly address
and counter unsafe behaviors. Only a few studies have discussed personalized interventions in
small and medium-sized enterprises (e.g. Morgan et al., 2020). This study contributes to the
existing literature by providing practical tips for changing the risky cyber behaviors of
employees and decision makers, who have been shown to pose the most significant risk to
cybersecurity (e.g. D’Arcy et al., 2009; Proctor and Chen, 2015; Triplett, 2022).

To sum up, we address the following research question: Do different types of individuals
exist in small and medium-sized enterprises that differ in their biases toward cyber behavior?
The null hypothesis reflects the common practice of not differentiating between segments of
employees and decision makers. This would justify using a one-size-fits-all approach, where all
employees are targeted with the same intervention. Our hypothesis states that employees and
decisionmakers differ in theway theyperceive cyber risks and in terms of their cognitive biases.

2. Methodology
2.1 Design and data collection
To better understand the different types of employees and decision makers, their behavior,
and the underlying biases toward cyber risks, we decided to take an exploratory approach
and conduct in-depth qualitative interviews. Qualitative studies can provide rich
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perspectives and deep insights into individuals’ attitudes, thought processes, and behaviors.
We collected the data in July and August 2021. A total of 44 structured in-depth interviews
were conducted, and their average duration was 60 min. The interviews were conducted in
German and recorded using Microsoft Teams. We obtained ethical approval for the study
from the Ethics Committee of the Faculty of Business, Economics and Social Sciences of the
University of Bern (Ethical Approval Number 042023).

Our target groups were employees (n 5 14), decision makers (n 5 14), and IT service
providers (n5 16). The interviewees were screened by a professional recruiter according to
predefined criteria. Theywere selected in a balanced way based on age, gender, the size of the
enterprise, the region (country vs city), industries, and whether they showed the desired
cybersecurity behavior.

2.2 Material
We developed an interview guide to conduct the interviews in a structured manner. Our goal
was to capture potential biases, barriers, and benefits associated with cyber risk-related
target behaviors. Based on the literature (e.g. Jain et al., 2016) and discussions with a
cybersecurity expert, we identified the following cyber risk-related target behaviors for
employees, decision makers, and IT service providers.

The four target behaviors identified for employees are as follows.

(1) Separating personal and professional information

(2) Not clicking on attachments or opening links in suspicious emails

(3) Choosing strong passwords and keeping your credentials private

(4) Only installing programs that come from a secure source

The four target behaviors identified for decision makers are as follows.

(1) Ensuring that employees follow the four behaviors mentioned above (a–d)

(2) Setting an example by observing the safety rules; participating in training;
supporting managers/employees

(3) Using relevant IT support service providers

(4) Using relevant cyber insurance

The four target behaviors identified for IT service providers are as follows.

(1) Taking responsibility for getting employees to follow the four behaviors mentioned
above (a–d)

(2) Making decision makers take responsibility for the four behaviors prescribed for
employees (a–d)

(3) Getting decision makers to use relevant supporting IT service providers

(4) Getting decision makers to obtain relevant cyber insurance

To develop and structure the interview guide, we used the ecological model as a theoretical
basis (Sallis et al., 2015). Individual factors (e.g. knowledge and awareness) as well as
organizational factors (e.g. existing measures and guidelines) and socio-cultural factors (e.g.
social norms and role models) are relevant when adhering to the target behaviors mentioned
above. Thus, the final interview guide was divided into corresponding sections: individual
factors, organizational factors, and socio-cultural factors. To structure the individual-factors
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section, we used the Risks, Attitudes, Norms, Abilities, and Self-Regulation (RANAS)
approach to systematic behavior change (Mosler, 2012). Based on this approach, we
developed subsections with questions on the following aspects.

(1) Risk factors (e.g. knowledge of the risk associated with one’s behavior)

(2) Attitude factors (e.g. motivation to follow the target behaviors)

(3) Norm factors (e.g. how employees follow the target behaviors)

(4) Ability factors (e.g. how clear the adherence to the target behaviors is)

(5) Self-regulation factors (e.g. automation of the target behaviors)

The organizational context included questions regarding the existing measures and
guidelines related to the four target behaviors for employees. The socio-cultural context
included questions regarding social norms, role models, and commitments. We also included
questions about the professional situation with respect to the relevant function and risks in
the enterprise as well as individual experiences with cyber risks. Since the target behaviors
vary according to the target group, a slightly customized interview guide was created for
each group (see supplementarymaterial on repository). Further, the initial interviews for each
group were considered pilot interviews, and the interview guide was adapted to a certain
extent based on the same.

2.3 Data analysis
After collecting the interview data, each interview was fully transcribed into a structured
Excel sheet. We used a generic and pragmatic approach to identify the biases, the barriers
that hinder the desired cyber behavior, and the benefits that foster them. We first read all the
transcripts and made descriptive notes about the themes that were important (Klingman and
Cohen, 2004). Using these notes, we then identified and analyzed recurrent themes to gain
insights into themeaning of the responses (Braun and Clarke, 2006).We further analyzed and
explored the themes to uncover similar themes, which we made tangible through three
personas. Next, using these persona types as a foundation, we reread the interviews and
derived appropriate biases for each of them. Then, based on the biases and the behavioral
science literature, the authors discussed which behavior change interventions were
appropriate. Possible interventions that focus on the identified biases have been
discussed here.

3. Findings
In our thematic analysis, we found three overarching themes for employees and decision
makers, which we portray using three persona types (see Figure 2). These three personas
emerged from recurring statements from the interviews. All interviewed employees and
decision makers could be assigned to one of these three types, as they reported similar
recurring barriers and benefits for their behavior.

The first persona type is that of a self-confident expert who feels competent and skilled
with regard to cyber issues.

I feel pretty competent. I also test things from the outside. Yes, using all kinds of methods. I’ve
already attended a weekly hacking course [ . . .].

The second persona type is that of an insecure deporteewho feels incompetent and shifts the
responsibility to the IT service provider.

That goes through a company, and they take care of the security. We don’t have to worry about it.
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The third persona type is that of a naive repressor who feels confident and unconcerned.
A repressor believes that their enterprise is too small, uninteresting, and irrelevant for a
cyberattack.

There’s not much to gain here. There are certainly other industries that are much more interesting.

The persona types identified among the IT service providers were the same. Cybersecurity
issues are experienced in similar ways in this group. The IT service providers clearly state
that the technical responsibility lies with them but that the responsibility for the associated
behavior lies with the enterprises.

I can take responsibility to a certain extent, but the fundamental responsibility will always remain
with the employee.

From the interview data, we derived seven cognitive biases that correspond to one of the
defined persona types. Psychological theories and cognitive biases help us understand why
employees and decision makers partly neglect the desired cyber behavior.

3.1 Employees and decision makers as experts
Individuals’ self-confident character classifies them into the expert persona type. Such people
feel competent with respect to cybersecurity and have a certain amount of relevant experience.
Of the interviewees who could be assigned to this category, almost all were decision makers,
and only a few were employees. They perceive the actual probability of an attack realistically
and believe that no hardware and software is completely secure. Experts state that it is only a
matter of time before an enterprise is hit, with luck playing a role in this context.

Cyber news is often sourced from (social) media. Interestingly, when a case is reported in
the news, the issue is immediately brought up again within the enterprise. Contact is often
made with the IT service provider to clarify the technical measures in place. Even among the
experts, the IT service provider is simply trusted to provide the necessary security. Experts
are vulnerable to overconfidence bias and/or the intention–behavior gap.

3.1.1 Overconfidence bias (experts). The overconfidence bias refers to the tendency of a
person to overestimate their knowledge, abilities, or talent (see Figure 3; Pearson, 2020).
Individuals consider themselves to be better than average (Proeger and Meub, 2014).

Figure 2.
Overview of the three

persona types and their
corresponding biases
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This belief may lead to them taking risky decisions. For example, 73% of Americans believe
that they have above-average driving skills. This, in turn, can lead to risky driving behavior,
as risk perception decreases and the optimism bias increases (Mohammadpour and Nassiri,
2021). The situation was similar in the enterprises we included in this study. The experts
grew up with computers and worked with the device every day. This supposed experience
leads to the belief that they are more sensitive to cyber risk issues than the average
population. Other experts worked in larger enterprises before their current job, which led
them to think that they can run smaller enterprises easily. They felt confident because their
current enterprise was minor. However, the probability of an attack occurring is just as high
in a small enterprise as in a larger enterprise.

3.1.2 Intention–behavior gap (experts). Different social psychological theories, such as the
theory of planned behavior (Ajzen, 1985), the theory of reasoned action (Ajzen, 2012), and the
protection motivation theory (Maddux and Rogers, 1983), claim that intention is a strong
predictor of behavior. The underlying assumption is that when people intend to go jogging,
for example, they will carry out their intentions accordingly and go jogging. The intention–
behavior gap, however, describes the inconsistency between a person’s intention and actual
behavior (Sheeran, 2002). This gap between intention and behavior has been found in many
different behaviors, such as physical activity, driving behavior, eating behavior, and IT
behavior (Bhattacherjee and Sanford, 2009). Although experts know the four desired
behaviors for employees and decision makers and acknowledge that humans pose the most
significant risk to cybersecurity, secure behavior is not shown and encouraged. For instance,
a business computer is used for private use and vice versa. Such free usage of devices is the
norm inmost enterprises. Regarding emails with suspicious attachments, people often rely on
the spam filter and believe only emails from known senders can appear in their inbox. When
choosing passwords, the same passwords are used for different accounts, are rarely changed,
and are even written somewhere. Some decision makers do not know how their employees
choose their passwords.When installing programs, people rely on antivirus software or trust
that the program they need is secure. Various reasons are mentioned for not executing the
desired behavior: time, initial effort, logistical effort, stress, and pressure at work.

3.2 Employees and decision makers as deportees
The deportee persona type is characterized by the tendency to shift the cyber responsibility to
another person. Such individuals do not feel competent and do not know precisely what
behaviors are safe. However, deportees know that humans pose the greatest cyber risk. They

Figure 3.
Overconfidence bias
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think that the IT service provider is responsible for security and do not knowwhat exactly the
external IT service provider does in the enterprise. They know that a physical firewall is
installed. It is assumed that the system is sufficiently secured by those responsible for it. One
problem with cyber risks is that they are not tangible or visible. If a door is open, one can see
it, or if employees are absent because of the coronavirus, for instance, it is obvious. However,
cyber risks are hidden and, therefore, less obvious. Only when the enterprise is actually shut
down are the effects visible. Moreover, in most companies, the focus shifts back to the core
business within an hour of an attack.

Another problem is that there is often a lack of knowledge about why behaviors can be
harmful. Deportees are unaware of the four desired behaviors for employees (see target
behaviors for employees in the methodology section). Deportees ask themselves what can
happen if personal and professional information is mixed. For convenience, several people
use the same password for different programs. They know that they should have different
ones, but the effort is considered to be too much. Although they know that there is sensitive
data in the enterprise, such as patient or guest data, deportees are unaware of what a hacker
could do with it. They believe that the data are useless to a hacker.

3.2.1 Bystander effect and diffusion of responsibility (deportees).Diffusion of responsibility
describes the phenomenon in which a task is not carried out even though enough capable
people are available. Each person hopes, consciously or unconsciously, that someone else will
take the necessary action (Beyer et al., 2017). The more people involved, the more likely each
bystander will wait, believing that someone from the group will probably respond (Darley
and Latane, 1968). Deportees argue that they are employed to do a specific task and not to
address IT issues, such as cybersecurity. Moreover, they are not familiar with such tasks and
believe that these are the responsibility of the IT service provider, who is paid for this and is
an expert in the field. This is why deportees generally feel safe and consider the risk of an
attack to be small. They believe that, in a worst-case scenario, the IT service provider will
solve the problem. Further, situational norms and behavioral expectations in enterprises can
influence a person’s responsibility. Inmost enterprises, cybersecurity is only addressed in the
event of a technical installation or attack. Once such an incident is over, the topic is forgotten
again, and the focus shifts to the important daily work. For this reason, each individual is not
expected to be responsible for cybersecurity. Employees often rely on guidelines from higher-
level administrators. At the latest after the first attack, cybersecurity should be a matter for
decision makers. However, decision makers usually turn to the IT service providers in such
situations. IT companies, by contrast, are only equipped to offer technical solutions and
cannot address employees’ and decision makers’ behavior. In this study, the enterprise’s
diffusion of responsibility for behavioral measures was the overarching problem. The
responsibility for technical measures is clearly communicated and lies with the IT service
provider. However, the responsibility for behavioral measures is shifted back and forth, and
no one feels responsible for them (see Figure 4).

3.3 Employees and decision makers as repressors
The repressor persona type is characterized by reckless behavior. Such individuals are naive
and underestimate the risk of an attack. Repressors argue that their enterprises are too small
and uninteresting and that hackers target larger and more interesting international
enterprises, such as banks. They also argue that nothing has ever happened to their
enterprises, so the likelihood of them being subjected to an attack in the future is minimal. In
the private setting, cyber risk and damage are given even less importance. This is even
though they remember more private incidents and that more (technical) measures are
implemented at work than in their private environment. Repressors are also unfamiliar with
what cyber behavior is considered safe. In addition, they believe that an attack on their
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enterprise would not be too severe or harmful because they do not have any sensitive data;
even if they do, they would store such data in a secondary location.

3.3.1 Information avoidance (repressors). Information avoidance refers to the act of
intentionally avoiding or delaying the use of freely available information (Howell and
Shepperd, 2016). Such actions are chosen to avoid knowing the information’s potential
negative consequences. Information avoidance can be active, such as asking a person not to
say something, or passive, such as not asking questions to obtain necessary information
(Klapper, 1961). Information about cyber dangers is made available in some enterprises (e.g.
dangers in emails, installing secure programs, or choosing secure passwords), but repressors
choose to ignore it. Such information alone does not lead to a change in behavior. The dangers
are suppressed. One reason for this is that knowing the information can have unpleasant
consequences for employees or decision makers. They would have to question their behavior
and possibly modify it. Making a password more complex and consistently changing it is an
effort that people prefer to avoid. Such suppression of available information is a way to
release the state of tension created by cognitive dissonance.

3.3.2 Cognitive dissonance (repressors). Employees and decision makers aim to work
efficiently and not take responsibility for cyberattacks, while their cybersecurity behaviors
are unsafe. This reflects the cognitive dissonance theory, which states that people feel
uncomfortable when they experience contradictory cognition (beliefs, thoughts, attitudes,
and feelings). Cognitive dissonance occurs when one’s beliefs are inconsistent with their
behavior (Harmon-Jones and Mills, 2019). When an individual believes one thing but acts
contrary to that belief, they usually resolve the resultant uncomfortable tension using
different strategies. They may change their behaviors or attitudes or add new thoughts to
rationalize their cognition. They also tend to reject or avoid new information. In addition to
information avoidance, repressors discount the cyber risk based on the argument that their
enterprise is too small and unattractive to attack. By claiming that the risk in their enterprise
is small, the repressors can afford to behave unsafely and feel less tension. However,
cyberattacks are often carried out using “bots” that systematically search for vulnerabilities.
Therefore, it is only a matter of time before a weak password is cracked regardless of how
uninteresting an enterprise is.

Figure 4.
Diffusion of
responsibility for cyber
security behaviors in
enterprises
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3.3.3 Optimism bias (repressors).The optimism bias describes the tendency to underestimate
the likelihood that negative things will affect us while overestimating the likelihood that
positive things will happen to us (Sharot, 2011). Typical examples of this phenomenon
include how we underestimate our chances of getting into a car accident or getting divorced.
We also tend to overestimate our success in the workplace and believe that our children are
exceptionally talented. In cybersecurity, we mistakenly believe that the chances of one
experiencing a cyberattack are lower than those for a peer or another enterprise. Overall, we
tend to be over-optimistic. This tendency is further reinforced by the availability bias.

3.3.4 Availability bias (repressors). The availability bias refers to how we estimate the
probability of a specific occurrence based on how easily or quickly we can think of relevant
examples (Tversky and Kahneman, 1974). An example of the availability bias is estimating
the divorce rate based on the number of divorced friends we have. Suppose one has never
been affected by a cyberattack in one’s private and business life, and they do not possess
knowledge of any known attacks in their immediate environment. In such a case, the
probability of an attack occurring is considered low because no specific examples come
to mind.

The cognitive biases and theories described above can explain why it is difficult to change
one’s behavior despite having the necessary knowledge. Further, we can design better
solutions if we better understand what leads to undesired behavior.

4. Discussion
4.1 Implications for practice
Many attacks by cyber criminals are successful because they use psychology to exploit
employee behavior to gain access to protected computer systems. Thus, in addition to
implementing technical measures, it is crucial to take psychological measures to successfully
defend an enterprise against cyberattacks. Based on the biases, barriers, and benefits related
to the employees’ and decision makers’ behavior, this study contributes to practice by
formulating potential tailored interventions that fit the three persona types (see Figure 5). It is
important that the measures do not represent additional barriers for the employees and
decision makers, and, instead, they should be easy and fun to implement.

4.1.1 Practical measures for experts. For the expert persona type, different measures can
help counter the overconfidence bias and the intention–behavior gap. The first thing that can
helpwith the overconfidence bias is the understanding thatmost people tend to be overconfident.
The experts areprobablywell versed in specific fields butmost likelynot in the cyber domain, as
they are either employed by an enterprise or are decisionmakers in a non-IT company. If experts
recognize the limits of their cyber knowledge, they may be more willing to contact a suitable
competent person or enterprise, which could be an IT person or a cyber insurance company that
also addresses behavioral risks.

Another option is to plan for a sufficient margin of safety. This means investing more
rather than less in cybersecurity, as we tend to underestimate the associated risk. For
instance, cyber insurance can be implemented, employee training can be conducted, and
regular security checks can be performed.

The intention–behavior gap implies that experts do not put their intentions into action. In
other words, while experts intend to follow the four safe behaviors, many do not implement
them. The COM-Bmodel of behavior change is based on three components to implement any
behavior. An individual needs to have the capability, opportunity, andmotivation to perform
a behavior (Michie et al., 2011). Experts possess the required physical and psychological
capability—they can follow the four desired behaviors and know about cyber risks. They
also have reflective motivation, as they intend to adhere to the four desired behaviors.
However, they lack automaticmotivation and physical and social opportunities. First, they do
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not have the habit of following the four behaviors. Second, they do not have the financial
resources to adhere to these behaviors, especially in small enterprises. They may also
experience time pressure atwork and lack the initial and logistical efforts to implement secure
cyber behavior. Third, experts may fail to set cyber goals or social norms in enterprises.

The following behavior change techniques can help experts overcome the barriers
mentioned above.

(1) Habit formation: Automatic reminders on their laptops or via emails may encourage
experts to repeat the four behaviors and establish routines and habits. Repeating the
behavior in the same context can also be prompted so that the context elicits the
behavior. This means, for example, scheduling time for cyber topics in the first few
minutes of each team meeting.

(2) Action planning: Experts can be encouraged to plan the implementation of the
specific desired behaviors; thus, they can be aware of the time and day of the week
when the cyber issue will be brought up and addressed. Once such a plan is in place,
not much time is needed to execute it.

(3) Goal setting: Establishing a common goal, such as a team score with zero tolerance,
can further motivate employees to adhere to a desired behavior (Wegge and Haslam,
2005). The success of this measure will increase if team members define goals
together. In other words, it will be more effective when the goal is not imposed from
above but, rather, when all teammembers have a say in the process. The IKEA effect,
named after the famous Swedish furniture giant, describes how people value an item
more if they have made it themselves (Norton et al., 2012). In the context of cyber risk,
the IKEA effect suggests that we will tend to take operation-specific threats more
seriously when we can determine which behaviors to change or when we discover
unsafe cybersecurity behaviors ourselves (e.g. old or shared passwords and
unattended computers). If all employees share the common goal of contributing to
cybersecurity, this reduces the intention–behavior gap. The common goal makes
people pay more attention to cyber issues. No one wants to be a team member who
does not achieve the common goal.

4.1.2 Practical measures for deportees.There are several ways for deportees to ensure that they
do not shift cyber responsibility to another person but instead consider themselves responsible
(diffusion of responsibility). First, there must be clarity between the decision makers and the IT
service providers regarding who is responsible for which area and how to execute their
responsibilities. Ideally, the risks that the IT service providers can cover (technical measures)
and cannot cover (behavioral measures) should be clear from the very first meeting. The IT
service providers are not responsible forwhat the employees anddecisionmakers click on. If the
decision makers do not feel competent enough to take responsibility for the behavior of the
employees, it is best to involve a neutral party. This can be, for instance, an insurance company
through which an enterprise can introduce the necessary behavioral measures.

A regular threat analysis (by the IT service provider) should reveal the areas that are the
most accessible to attackers and what clever strategies they use. A fake cyberattack can be
carried out to make deportees aware that they also bear responsibility for such incidents and
that anyone can be affected. If deportees experience a fake cyberattack, they could realize
how little is needed for a successful attack. This experience couldmake themmore cautious in
similar situations in the future. Regular reminders and awareness campaigns can be powerful
determinants for bystanders’ decision to follow the desired behavior (bystander effect). If
behavioral expectations are not communicated, they cannot be expected. The communication
of expectations can lead to the creation of new, beneficial norms in the enterprise.
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4.1.3 Practical measures for repressors. Different interventions can help repressors better
assess cyber risk and behave less naively. To counteract information avoidance, decision
makers should proactively address desired behaviors regularly. Expectations can be
discussed, for example, in amonthly teammeeting before being fixed on the agenda so that no
one can avoid the topic.

In addition, creating cyber rules should become a standard practice in every enterprise. It is
crucial for decisionmakers todiscuss the essentialpointswith the employees and jointlydetermine
the rules followed in the enterprise. Compliance with the rules should be rewarded, and non-
compliance should be punished. Each team should devise its reward and punishment systems.
Such systems could increase themotivation of the repressors to complywith the established rules.
This code of conduct should be prominently posted in the office so that people are confrontedwith
it and reminded of it daily. If the rules are followed repeatedly, they will eventually become the
enterprise norm. In addition, technical aids, such as a password manager, can simplify work
processes. Technical aids should lower the barriers to performing safe behaviors.

To counteract cognitive dissonance, repressors should learn that the likelihood of an attack
is not dependent on the size or attractiveness of an enterprise and that the attacks are usually
carried out using bots that systematically search for gaps. For this, repressors should
experience such situations firsthand and undergo relevant training. Interventions for
employees, such as training, must be fun and provide direct benefits. Easily understandable
documents with visual cues can make such training more effective (Cuchta et al., 2019). If the
training is playful, competition occurs, and feedback can be provided, which will make the
intervention more exciting and successful. Playful approaches, or so-called gamification, are
entertaining and, thus, increase motivation (Alsawaier, 2018), as employees receive direct
feedback on their behavior. Various providers offer games (Ferro and Sapio, 2020) or so-called
cybersecurity escape rooms (e.g. Infosequre, 2020; Sectricity, 2020). There are also online
adventure rooms that are less time-consuming (Jagmetti, 2018; Ludwig, 2019; SUPSI, 2019).
These are fun and entertaining ways to assess and understand cyber risks.

Repressors also need a change in awareness to exhibit desirable behaviors. A possible
way to achieve this is through internally initiated (and safe) cyberattacks to counter optimism
and availability biases. By becoming the victim of a fake cyberattack, an individual can
increase their awareness of the relevant potential risks. Accordingly, their estimation of the
likelihood of becoming a victim of a cyberattack becomes more accurate, and over- or
underestimations can be minimized. Further, there is another advantage of internally
initiated attacks: When a phishing email is successfully detected and reported, one can be
congratulated, which serves as an immediate reward. By receiving immediate positive or
negative personal feedback, people can learn to attribute their behavior correctly. Another
way to raise awareness among repressors is to show them current cyberattack examples
experienced by other enterprises. The aim should be to illustrate how the attack occurred and
how similar enterprises may be targeted.

4.2 Limitations and future work
Our results contribute to a deeper understanding of individuals who do not adhere to
cybersecurity best practices. When interpreting the findings, it is important to consider the
limitations of the employed methodology. The qualitative approach was appropriate for
identifying factors that influence cyber behavior. However, more evidence is required
regardingwhatworks or does notwork in practice. The interventionswe discuss remain to be
validated and measured through quantitative empirical methods. Using fail-fasts,
adjustments can be made, and experience can be gained for future projects.

Another factor is that the research took place in Switzerland with a Swiss sample. The
sample of employees, decision makers, and IT providers from different industries offers a
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comprehensive insight into cyber behavior practices. Since perceptions of security awareness,
risk, or trust differ across cultures andnations (RochaFlores et al., 2015; Schomakers et al., 2020),
the proposed interventions are tailored only to the specific target group. Tailored interventions
are inherently context- and time-specific. Employees of larger enterprises or fromother countries
could reveal other persona types and cognitive biases. This may limit the transferability of our
results to other cultures. Future studies could examine cultural differences in this context, which
could help identify additional factors that influence cyber behavior. Further, the same
individuals may answer the interview questions in a different way a few years later.

5. Conclusion
Technical security tools alone are not enough to prevent cyberattacks, as it is often human
behavior that can provide cyber criminals with the access they need. Human behavior
interventions require little effort compared to technical solutions, which are usually
sophisticated. Changing behavior requires consideration of the barriers and benefits as well
as the context of a particular behavior. To understand why employees and decision makers are
vulnerable to cyberattacks at work, a range of factors, such as personal, organizational, and
socio-cultural factors, need to be considered. This article does not offer a validated program to
change employees’ and decision makers’ behavior. Instead, this article aims to highlight the
necessity of developing tailored behavioral interventions to strengthen the human factor and,
thus, prevent cyberattacks. We argue that for cyber security issues, tailored interventions are
necessary and more effective than uniform one-size-fits-all interventions, such as information
campaigns or awareness programs. In small and medium-sized enterprises, employees and
decisionmakers differ in their cognitive biases regarding insecure cyber behavior and therefore
require different interventions. The contribution of this article is that it discusses 13
interventions that correspond to seven psychological biases and three persona types. These
findings can serve as starting points for future research and interventions in practice.
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