
Guest editorial
Immersive Learning: Current understandings and strategies for success

Introduction: How do immersive experiences influence learning?
Extended reality (XR), which includes augmented and virtual reality, is not new to the
classroom, but it is increasingly feasible for a wider number of educators (Pellas et al.,
2021; Kaser et al., 2019). This uptake is attributable to a combination of decreased
hardware costs, increased performance and expanded software libraries. Importantly,
these visualization platforms have profound implications for teaching and learning
by providing the means to present physically inaccessible (i.e. distant, fragile, micro/
macroscopic, dangerous, etc.) content in context, at human scale and in a way that’s
responsive to a wide range of body-centered interactions and familiar
representational characteristics (Bowman and McMahan, 2007; Kersten-Pertel et al.,
2013; Whitlock et al., 2020).

But deploying XR in the classroom isn’t merely a technological endeavor. Learning
theory is equally important to the student experience. Combined, a range of
experiential, situated and embodied learning strategies demonstrate the value of a
more targeted, modular approach to the curricular integration of XR-based learning
objects. In this special issue, our aim is to document the work of both researchers and
educational XR practitioners who are focusing their XR deployment strategies to
achieve unique benefits. And, while individual contributors have succeeded here in
narrowly focusing their respective XR deployment strategies, the deployment of
effective immersive learning experiences do share requirements, including: an
investment of time, resources, idiosyncratic implementation practicalities and a
reimagining of assessment paradigms (as per Tscholl et al., 2021 in this special issue).
We have therefore set out to triangulate core aspects of immersive learning; to explore
how the careful alignment of learning theories, practical considerations and technical
affordances can strategically enable the application of XR to education – at the
disciplinary level, but also across fields of study and potentially all levels of learning.

In an effort to balance the focused responses solicited from issue contributors with the
general applicability of XR in the classroom, we set out here to answer the following
questions:

Q1. What types of learning theories apply most readily to XR?

Q2. What types of learning activities are best supported by XR?

Q3. Where do technological affordances and practical concerns of XR align with these
learning theories and activities?

Q4. How can instructors measure XR-assisted learning outcomes regardless of
discipline?

Strategic use of immersive experiences requires an understanding of the theoretical,
practical and technological considerations shaping educational XR. In this editorial, we will
explore learning theories that are particularly salient in XR, review the current state of
immersive technology and implications for implementation and finally consider how we can
gauge the impact of XR on learning.
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Part 1: Learning theories relevant to XR
AnyXR developer and enthusiast knows that the first question everyone asks is “Why XR?”
(VR or AR). Initial research in whether or not XR supports learning often compares XR
technologies to less immersive media such as textbooks, websites and videos (Hamilton
et al., 2021; Jensen and Konradsen, 2018; Pellas et al., 2020). This type of comparison has two
assumptions. The first assumption is that the comparison media (e.g. slides) is an example
of a quality learning tool. The second assumption is that the delivery of the activity (e.g.
from 2D to XR) is equally suitable in either modality for the learning goal. Research needs to
move beyond comparison of XR with 2D alternatives to focus on the unique affordances of
XR and to move away from “why” and into “how” to use XR as a learning tool.

Regarding the mechanics of immersive learning, Makransky and Petersen (2021) propose
a model of learning that they call The Cognitive Affective Model of Immersive Learning.
They argue that immersive virtual reality has two primary affordances: presence and
agency. Presence, or the feeling of being physically in the environment, is established by the
user’s perceptions of the environment and the responsiveness of the environment to
the user’s actions. Agency is the degree of control the user has over the environment. The
connection between presence and agency is echoed in other research in immersive learning
(Johnson-Glenberg, 2018; Checa and Bustillo, 2020; Pellas et al., 2020). In their review of VR
in K12 settings, Pellas et al. (2020) assert that the level of presence in the environment is
intrinsically linked to the degree of interactivity the user perceives. Checa and Bustillo (2020)
note that more research is needed in the effect of presence and agency on learning to enable
more strategic approaches in designing learning environments. However, additional
contexts where presence and agency can be useful are implied by more established learning
theories, which highlight different rationales for the motivation, resources and mechanisms
of learning (Radianti et al., 2020). As a way to imagine the types of activities that best match
XR designs, we will focus now on three learning theories: experiential, embodied and
situational.

XR technologies allow the user to learn through direct experience, well suited to framing
the learning in the four step experiential learning process (Kolb, 2014). XR can bring the
world to the classroom, thus bringing the students out into the world (Thompson, 2018).
Fromm et al. (2021) suggested six principles to guide educators and designers. Three of the
principles are useful for both educators and designers. Designers and educators should
consider how the affordances of VR can be matched to learning objectives (principle of
technical and pedagogical considerations) and should leverage the ability for VR to provide
low stakes learning and practice for novices (principle of psychological comfort), by creating
simulations that permit cycles of trying the VR simulation and applying what is learned to
actual experience (principle of integration). Three principles are aimed at designers alone.
Designers should create authentic experiences that allow learners to apply theoretical
knowledge to practical situations (principle of knowledge contextualization), that enable
both “concrete experience and active experimentation” (p 10) (principle of realism and
interactivity) and using game-based learning to motivate learners (principle of gamification).
These principles provide additional guidelines for developers of immersive learning
activities.

In situated learning, learners experience the environment and enact the activities of a
particular domain as if they were an apprentice (Lave andWenger, 1991; Collins et al., 1991).
Situated learning has helped introduce new pilots to airplane cockpits, novice surgeons to
operating rooms (Slater and Sanchez-Vives, 2016) and has even been used in training for fast
food (or quick delivery) restaurants (Belani, 2020). Fromm et al.’s principle of “knowledge
contextualization”matches well here, VR allows learners to step inside of a highly authentic
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yet virtual work environment to learn and practice skills essential to the job. In addition to
authentic virtual environments, high levels of task authenticity can help learners realize
situated learning, as discussed in this issue in Mikeska and Howell’s study of preservice
teachers’ perceptions of their learning resulting from a virtual classroom simulation.

Learning with an authentic environment can be enhanced by including the physical
activities that individuals would engage in, enabling embodied learning. According to the
theory of embodied learning, learning is a full body, not a mind only activity, because
cognitive processes are strongly linked to the senses (Weisberg and Newcombe, 2017).
Furthermore, this stronger, body-centered link with the lesson may provide a more powerful
learning experience because the learner becomes a part of the environment (Kiefer and
Trumpp, 2012; Stolz, 2015), and the embodied framing can also offload cognition and thus
reduce the cognitive load of the user (Weisberg and Newcombe, 2017). Embodied learning is
linked to Fromm et al.’s principle of realism and interactivity where the immersive
experience allows the learner to engage directly in activities that can help them learn.
Embodied cognition can also be integrated into assessment of learning, as Tscholl et al.
(2021) demonstrate in their study of students’ physical intuitions about physics.

Radianti et al. (2020) suggest a “generalization of learning methods and design elements”
in order to propagate best practices in immersive learning (p. 22). We contend that strategic
implementation in XR should include interactive experiences where learning objectives are
well suited to the two main affordances of XR: presence and agency. High levels of presence
provide users access to experiential learning opportunities even within the limitations of the
classroom wall as well as and the rich and realistic environments that support situated
learning. Designing XR experiences for agency can include a full body approach to learning
using embodied learning. Immersive experiences should be designed to give users authentic
exposure to learning situations and enable ongoing practice of skills that educators can then
use to bridge between virtual and actual experiences and facilitate transfer from the
immersive experience into reality.

Part 2: Practical and technological considerations shaping educational XR
Nowwe will shift the focus from learning theory to the technology itself. XR provides a suite
of affordances specific to virtual reality � head and body tracking technology combined
with depth cues afforded by stereoscopic display technology, specifically � that allows
students to engage in virtual learning environments using observational techniques that are
already familiar to them. Under laboratory conditions, these technological affordances
translate to improved performance on task types with generalized applicability across
discipline and learning levels (Forsberg et al., 2008; Kersten-Pertel et al., 2013; Laha et al.,
2014; Ragan et al., 2012). So instead of having to first learn an interface or control scheme,
the XR user can turn their head, bend down or physically walk through a virtual
environment to take in or engage with a variety of hyper realistic (and increasingly
available) digital contents. As Thompson et al. (2021) conclude, in their contribution to this
special issue, stereoscopic vision in particular can have a measurable “[P]ositive effect on
conceptual learning” (12). The pedagogical usefulness of digital embodiment extends to
include mixed reality applications as well as demonstrated by Tscholl et al. (2021)
contribution to this issue.

Importantly, XR-based objects of study are themselves increasingly faithful to physical
source material and technological advances associated with 3D scanning and capture
technology (e.g. photogrammetry, MicroCT, structured light, etc.) are hereby informing the
creation of virtual environments, as well as populating those environments with high-
fidelity learning objects. In combination, these virtual environments and associated learning
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objects represent the same sorts of perceptual experiences students would encounter if they
were in the field or a laboratory or in a museum archive (Pfarr-Harfst, 2016; Limp et al.,
2011). Combined into scenes, collections of high-definition 3D objects can also simulate more
sophisticated training scenarios, like those documented by Hannans et al. (2021) in this
special issue, in addition to objects-of-study from scientific “.domains that whose [sic]
primary dimensions are spatial” (Donalek, 2014, p. 2).

Beyond specialized professional training experiences, discipline-specific XR is still quite
rare, but this isn’t necessarily due to a lack of imagination or of available technology. Often,
it’s the practical, logistical and economic factors that have limited the broad introduction of
XR into the K12 classroom (Cook et al., 2019). Body-centered considerations related to
simulator sickness, specifically, and human factors, generally, have also slowed uptake,
while we are only now (in 2021) witnessing the availability of tetherless headsets, where
cables no longer interfere with the immersive experience and PCs are no longer required to
render XR experiences. In the absence of cables and outboard graphics processing, large-
scale curricular integrations can support hundreds of students during relatively short time
periods (Qin et al., 2020). Nor are cost concerns hardware-specific. Even in situations where
an instructor is able to deploy one headset per student, there’s still a question about what to
show. Educators cannot be expected to reinvent their syllabi simply to accommodate XR
ambitions, but it’s also not clear, which, if any, application ecosystem (e.g. Steam, Oculus
Store, etc.) or specialized vendor software might readily target the learning outcomes of a
preestablished lesson.

As an alternative, experimental classrooms have integrated single (or small sets of)
learning objects from existing 3D asset repositories, like Morphosource, Sketchfab,\ or the
NIH 3D Print Exchange and others; micro-experiences that make use of existing or easily
produced contents, which might lack the sort of gamification or other functionality that
students have come to expect of what is perceived as videogame technology (Lischer-Katz
et al., 2018; Dede et al., 2017; Greene and Groenendyk, 2019; Jang et al., 2017) [1]. These
targeted integrations are supported by a small number of versatile “productivity-grade” XR
applications – open ended sandboxes where data from any field can quickly enter and exit
the virtual world, regardless whether that data represents a design idea, abstract data
visualization or real-world object or specimen (Mills, 2020; Cook and Lischer-Katz, 2021).

As educators we are at a very significant point. While the private sector is employing
hundreds of highly trained engineers and spending billions of dollars to ensure that high-
production value entertainment products are surfaced on accessible headset hardware,
students and teachers are resigned to accessible but mentally taxing content delivery
platforms (e.g. Zoom) that can be implemented at scale in the COVID-era. But a handful of
customizable XR applications now provide for drag-and-drop lesson design capabilities
while current-generation portable headset hardware, like the Oculus Quest 2, affords the
student with a generally comfortable viewing experience. Our mandate � as educators and
researchers� is therefore two-fold: We do as the contributors to this special issue have done
and construct (and encourage the construction of) targeted virtual experiences that blend
seamlessly with the curriculum and, in the case of Tu et al. (2021), the physical world as well.
We must also empower our students with the hardware and software to engage with these
experiences. Fortunately, the technology already exists to move forward; the technical
training, administrative support and energy to enact these changes will follow suit.

Part 3: Measuring the impact of immersive learning
As we’ve seen, to successfully leverage the specific affordances associated with XR requires
that an instructor thoughtfully aligns the curriculum with the pedagogical, practical and
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technological considerations of the tool. Importantly, each aspect of immersive learning is
(and must be) measurable to some extent, so downstream analysis can be performed by
researchers to determine where exactly a given XR integration succeeded or failed and how
such experiences might be refined and expanded.

Yet the assessment mechanisms that researchers have developed to investigate XR differ
fundamentally from traditional, in-class methods, which, as contributors Tscholl et al.
(2021), note “[R]ely on representational formats enveloped into task contexts that, at best,
superficially resemble the situations people encounter in their everyday lives”. So, while the
following data gathering methods represent potential research agendas, they may be
challenging for educators as they do require a conceptual shift from “paper-and-pencil”
measurement techniques to a body-centered set of data gathering methods.

To begin, eye-movement can be tracked with increasing granularity using third third-
party technologies that integrate with headset hardware (Sipatchin et al., 2021). Emerging
primarily from engineering fields like computer science and human computer interaction,
task load and performance outcomes both represent validated metrics for determining the
efficacy of XR in the classroom (LaViola et al., 2017; Bharathan et al., 2013; Hart, 2006). In the
laboratory, data gathering is often automated through the use of customized software, but,
as Tu et al. (2021) show in the current special issue, video analysis can also be employed to
track performance of students completing a given task.

Importantly, these methods require that instructors deploy XR in conjunction with
narrowly defined assignments or modules, with specific start and end points, which allows
performance to be measured across quantitative dimensions related to time and accuracy of
output. To maximize rigor, researchers measuring performance or task load will also need to
implement and track control group performance, which presents experimental design
challenges unique to XR, since equivalent course content distribution methods (e.g. lecture,
textbook, multimedia) themselves vary with regards to efficacy (see: Part 1, above).

Qualitative instruments and self-reports are another established way to gather data and
measure the impact of XR in the classroom. Interrelated constructs have also been deployed
successfully, at the pilot or preliminary research stage, including data gathering tools
designed to gauge engagement and self-efficacy of student users (Mills, 2020; Brinkerhoff,
2006). Coded observational techniques, like those employed by Brenner et al. (2021) in this
special issue, represent another rich, if labor intensive, qualitative data gathering strategy.
Stepping away from a focus on course material, it’s also possible (and important) to test the
usability of a given XR implementation as well as the prior spatial abilities of student users,
including video game experience, as these factors might confound data gathered via other
means (Brooke, 2013; Kennedy et al., 1993; Yoon, 2011; Jang et al., 2017; Wagner et al., 2021).

Concluding remarks
The articles included here represent a viable way forward for educational XR, andmoreover,
it’s increasingly clear that contemporary deployments can only be successful to the extent
that their integration can be circumscribed, gauged and disseminated. As the authors in this
issue have demonstrated, when learning objectives are well matched to the affordances of
XR, the applications of XR transcend discipline, learning level and specific hardware
platforms. Although potential applicability is capacious, there are touchstones; common,
foundational elements that define each and every XR integration such as the role of presence
and agency, the ability to support experiential, situated and embodied learning and the
potential for giving learners access to virtual experiences as “safe spaces” for learning and
practice. Would-be XR-assisted instructors, designers and researchers must familiarize
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themselves with the learning theory, technology and data gathering tools necessary to both
implement and achieve strategic learning with XR.

Matthew Cook
Harvard Library, Harvard University, Cambridge, Massachusetts, USA, and

Meredith Thompson
The Education Arcade, Massachusetts Institute of Technology, Cambridge,

Massachusetts, USA
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