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Abstract

Purpose — Design-based research (DBR) involves multiple iterations, and innovations are needed in
analytical methods for understanding how learners experience a learning experience in ways that both
embrace the complexity of learning and allow for data-driven changes to the design of the learning experience
between iterations. The purpose of this paper is to propose a method of crafting design moves in DBR using
network analysis.

Design/methodology/approach — This paper introduces learning experience network analysis (LENA)
to allow researchers to investigate the multiple interdependencies between aspects of learner experiences, and
to craft design moves that leverage the relationships between struggles, what worked and experiences aligned
with principles from theory.

Findings — The use of network analysis is a promising method of crafting data-driven design changes
between iterations in DBR. The LENA process developed by the authors may serve as inspiration for other
researchers to develop even more powerful methodological innovations.
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Research limitations/implications — LENA may provide design-based researchers with a new
approach to analyzing learner experiences and crafting data-driven design moves in a way that honors the
complexity of learning.

Practical implications — LENA may provide novice design-based researchers with a structured and
easy-to-use method of crafting design moves informed by patterns emergent in the data.

Originality/value — To the best of the authors’ knowledge, this paper is the first to propose a method for
using network analysis of qualitative learning experience data for DBR.

Keywords Research methodology, Design-based research, Network analysis, Design moves,
Data-driven decision-making, Theory-driven decision-making, Complex systems,
Learning experience design

Paper type Conceptual paper

Introduction and background

The idea of learning experience by design is central to learning sciences, marking design-
based research (DBR) as one of the signature methods of the field (Hoadley, 2018; Barab,
2006; Fishman ef al., 2004; Fischer ef al., 2018). It is also an important methodology at the
intersection of information sciences and the learning sciences (e.g. Dennerlein et al., 2020,
Howell et al., 2023; Jayatilleke et al., 2018; Proctor and Blikstein, 2019). DBR is an iterative
process that involves collaborative efforts of researchers and practitioners to design,
develop, implement and evaluate (Brown, 1992; Collins, 1992). Originally stemming from
the need for “usable knowledge” for learners and educators (Lagemann, 2002), it offers a
unique opportunity to examine how a theory-informed design plays out in practice,
evaluate how different variables interact in the real-world setting and extract key
principles for future implementation. In essence, DBR allows for development of both
theory and design principles, thereby bridging the traditional gap between theory and
practice (Campanella and Penuel, 2021). The last three decades has seen the emergence of
related methodologies in the learning sciences such as change laboratory (Sannino, 2008),
social design experiment (Gutiérrez, 2016) and participatory design research (Bang and
Vossoughi, 2016) that share paradigmatic and analytical features with DBR while
remaining distinct methodologies (Clark, 2022; Sannino et al., 2016; Vogelstein, 2022).
This paper describes our first steps toward an innovative analytical approach for
analyzing learner experience data in a way that helps design-based researchers develop
data-driven design changes. This learning experience network analysis (LENA) method
can be used by design-based researchers to develop design changes from one iteration to
the next as part of their DBR methodological toolkit. Our hope is that other researchers
take our work as a starting point for further development of this approach to network
analysis in their DBR studies.

DBR complements existing methods in educational research in which design elements
and an assessment thereof play a critical role (Collins ef al, 2004; Obrenovi¢, 2011).
Typically, DBR starts with a needs analysis and theory selection, development of design
principles derived from the selected theories and design of the learning experience. After
data has been collected during the implementation, data analysis yields design principles or
“moves” for the redesign. The design is iteratively refined as key findings are translated into
a more nuanced understanding of a theory, development of theory-grounded design
principles, or even birth of a new theory. Thus, there is an assumption of an evolution or a
trajectory in design principles and multiple iterations are essential (Zheng, 2015). A growing
body of researchers have paid attention to conjecture mapping (Sandoval, 2014) as a
primary means of generating design principles in DBR. The challenge for researchers is to

Learning
experience
network
analysis

23




ILS
1251/2

24

identify the strengths and weaknesses in a design and most importantly the barriers to the
affordances and opportunities in the design.

While DBR has garnered interest for its merits, there has also been debate on its
limitations, particularly of methodological concerns. Scholars have raised the need for
reflection with a focus on materializing concrete metrics as benchmarks that collaborators of
different backgrounds and purposes use as they converse and converge toward efforts for
successful DBR (Dede, 2004). One of the key challenges is about how decisions are made
from one iteration of the design to the next. Often, expertise of the researchers and
practitioners is assumed to be the guiding force as they leverage their intuition amassed
over the years (Obrenovi¢, 2011). Therefore, design-based researchers must be attentive to
research bias in cherry picking data that fits the researcher’s existing framework, research
goals and assumptions, reactivity in terms of how the presence of the researcher affects the
settings and studies and reflexivity regarding their own beliefs, values, life experiences and
professional practices (Hammersley and Atkinson, 2007, Maxwell, 2012). Although
researcher expertise can be important in analyzing learning experience data to craft design
changes, innovations in analytical approaches are needed to facilitate the reflective
conversation (Schon, 1992) between the researcher and the design while simultaneously
reducing the potential for research bias and reactivity. Furthermore, it often remains unclear
how findings can be translated into specific design moves, which presents a greater problem
considering that researchers may be involved at varying levels and periods (Cobb et al,
2003). Analytical innovations are needed to provide structure for novices, experts from other
fields and those who have no access to formal training in DBR methodology to confidently
craft data-driven design moves.

Since the beginning of the field, learning scientists have focused on designs for learning,
specifically through design research that investigates how designs for real-life settings are
experienced and how these experiences relate to theory. Learning theories produce guiding
principles to ground our designs, and analysis of learner experiences of our designs helps us
further develop these theories. Theories, particularly in design-based work, “must do real
design work in generating, selecting and validating design alternatives at the level at which
they are consequential for learning” (diSessa and Cobb, 2004, p.77). To accommodate this
need, we need expansive and holistic theories and methodologies that enable researchers to
comprehend how theories come alive and interact through the design and implementation of
learning (diSessa and Cobb, 2004). Our own commitment to embracing the complexity and
messiness of learning led us to conclude that reductionist methodologies (e.g. analyzing
isolated variables) would not align with our ontological stance regarding complexity and the
deeply contextualized nature of learning. Thus, we propose the development of new
methods for generating data-grounded design moves within the context of DBR studies and
describe our early formulation of one such method. We focus our attention on the complex
interdependencies between learner experiences in terms of things that worked well,
struggles and alignment with principles from learning theories as a potential source for
actionable insights on how we could formally legitimize the often elusive nature of design
moves in DBR as well as a new affordance to not only systematize but also streamline the
process. Our work has pushed us to begin development of one such method that leverages
network analysis.

Network analysis

Complex systems theory provides a frame through which to understand phenomena as
systems consisting of many interdependent elements. Interactions between these elements
lead to emergence that cannot be understood through analytical methods that rely on



assumptions of linear causality (Bar-Yam, 2003). Complex systems tend to exist in nested
hierarchies, and the elements in a complex system are often emergent from another complex
system. How learners experience different aspects of a design for learning can be seen as
emergent phenomena that interact as elements in other complex systems (Hilpert and
Marchand, 2018). A complex systems approach allows DBR researchers to embrace the
complexity of learning. Network analysis is an important analytical tool for understanding
complex systems.

A network is a structure that shows how objects (nodes) are related to each other (links).
Researchers in many fields have found that network analysis could be used in different
settings because nodes can represent a wide range of elements ranging from people,
locations, organizations and cells to beliefs and concepts (Menczer et al., 2020). This unique
capability of network analysis allows researchers to examine structures or interrelations
within a particular complex system (Borgatti et al, 2009; Luke and Harris, 2007; Menczer
et al.,, 2020). For example, social scientists have widely used social network analysis (SNA)
where nodes represent people to investigate the patterns of social relations, which may not
be visible in other modes of research methods (Borgatti et al, 2009). Likewise, educational
researchers are now actively seeking the potential benefits of using network analysis as a
mode of inquiry.

In all types of network analysis, the most important thing is the patterns of relationships
between nodes. The three most frequently used types of network analysis in the field of
education are as follows: SNA, semantic network analysis (SemNA) and epistemic network
analysis (ENA). In SNA, a node is usually a person and a map represents a group (network)
of interconnected people (Scott, 2017). The analysis aims to illustrate patterns of
relationships among actors to examine the effects of the structures on the actors and the
effects of actors on structures (Borgatti, 2009; Martinez et al., 2003). In SemNA, a node is
usually a word, and a map represents a group of interconnected words (Christensen and
Kenett, 2021). This type of network analysis examines “paired associations based on shared
meaning as opposed to paired associations of behavioral or perceived communication links”
(Doerfel, 1998, p. 16). In ENA, a node is an idea, and a network map represents an epistemic
frame (Shaffer, 2018). The focus of ENA is on concepts or people who share similar cognitive
framing to reveal the patterns of cognitive connections (Panti¢ et al., 2022; Shaffer et al.,
2016).

Network analysis has been used in DBR projects. Van Staden and Van Der Westhuizen
(2013) used SNA to identify collaboration problems in a DBR study investigating a program
through which teachers developed skills in technologies for teaching and learning. Bagley
and Shaffer (2015), in DBR studying virtual mentoring, used ENA (along with other
analytical methods) to investigate the impact of the intervention. Chen ef @/ (2018) used SNA
to provide teachers with feedback about their students’ interactions in online discussions.
More recently, SNA was used as a complement to critical discourse analysis in several DBR
studies investigating designs for collaborative modeling and engagement in scientific
argumentation (Ryu, 2020). Ouyang et al (2021) used SNA, topic network analysis and
cognitive network analysis as visual tools to improve learners’ social-cognitive engagement
in a DBR study.

While DBR researchers have used network analysis in many ways as mentioned above,
we notice that network analysis has not been usually used as a means of crafting changes to
the design of the next iteration. For example, SNA could be used in DBR to understand how
learners are interacting, but this information may be difficult to translate into specific design
moves. Similarly, ENA can help DBR researchers understand changes in epistemic frames,
but again it might be difficult to translate such findings directly into a set of design moves.
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What we felt we needed for our own DBR studies was a network analysis method
developed intentionally for helping DBR researchers craft specific design moves. Each
feature of a design in a DBR study is experienced by learners, and design moves over
multiple iterations are needed to bring into alignment the experience intended by the design
team and the experience as lived by learners. Therefore, we believe that setting our focus on
understanding the many different ways in which the design is experienced suggests a
network analysis in which each node of the network represents a specific type of experience,
and the patterns of relationships between many such experiences helps us understand the
complexity of how the design is experienced.

Latour’s (1996) actor-network theory (ANT) provides a valuable perspective on the
relationships between aspects of a design and the ways in which those aspects are
experienced. Based on his observation of how scientists work, Latour argued that science is
done by the scientists and the tools they use in the network. By tracing the trajectory of the
network created by actors (humans) and tools or objects (nonhuman elements), Latour
challenged the “objective” view of scientific knowledge and argued that what made the
knowledge stable was based on a closure that has sets of relations between balanced
functions and position for each actor in the network. At the same time, ANT is a grounded
approach that seeks to rebuild theory based on the network that emerges from the collective
actions (Latour, 1996). The purpose of using the framing of networks was to avoid the
Cartesian divide between matter and spirit. The goal of taking an ANT perspective is not to
create a structure based on linear causal relationships between each entity but to
deconstruct and map the connections between each entity that gives birth to a specific
phenomenon. From a sociocultural perspective, DBR recognizes the need to shift the locus of
“experiment” to the real classroom settings rather than limiting it to the controlled
environment as traditional psychological experiments have often been. Traditional
psychology interventions often failed to translate successfully to the actual environment,
given they often used reductionist methods that simplified the conditions for the
experiment’s sake but failed to consider the far more complex elements that were excluded
from the theoretical perspectives or researchers’ interests. In other words, DBR was
developed by learning scientists seeking new ways of embracing the complexity and
messiness of learning in holistic and expansive ways.

Informed by ANT, Serensen (2009), argued that defining the elements of a network in a
complex system as either social or material is unproductive because of their intricate
relations. Serensen’s study deconstructed how a virtual environment came to be and argued
that the term “materiality” as a new conceptual tool could provide the leap of dividing social
and material. As she put, “materiality refer[s] to the achieved quality of a hybrid that allows
it to relate to other parts” (p. 61). In a DBR setting, we argue to seek for the materiality of
students’ experiences as emergent phenomena that came to be through the interdependent
connections created by enactments of the theoretical underpinnings, the instructors’
teaching and classroom configurations, researchers’ research interests, the learning designs
and much more. From this materialist epistemology perspective, the students’ direct
experience would not come to be without the networked connections or the tangible
assemblages (Nathan and Swart, 2021).

In much DBR, researchers tend to be interested in how people experience the design and
analyze these experiences toward two goals:

(1) to identify aspects of the design which could be changed to better achieve the
desired outcomes of the design; and

(2) toidentify aspects of user experiences that can be interpreted through theory or to
build theory.



DBR requires that the initial design be grounded in theory, for design moves to be informed
by theory and for overall findings to speak back to the theory in which the design was
grounded or to develop theory (Anderson and Shattuck, 2012). The principle of leveraging
the strengths of a design to address the weaknesses is a fundamental approach in the design
sciences based on the argument that weaknesses and strengths are interrelated (Norman,
2013). Our own perspective seeks to analyze not only the relationships between how learners
experience strengths and weaknesses of designs for learning, but also these aspects in
relation to aspects of learner experiences that align with principles from learning theories.
Furthermore, we seek to understand the complexity of numerous multiple interdependencies
in these relationships. There is great potential for innovations using network analysis for
these purposes.

Although there are studies in which network analysis has been part of DBR studies, we
have not identified any studies that described in detail how network analysis could be used
as the primary analytical method through which design moves were constructed. ENA is the
closest relative to the method we propose, particularly because it is a network analysis
approach often used in the learning sciences and recently has gained traction in DBR studies.
The studies we identified in the literature used this analytical method to understand learners’
thinking when they engage in constructing design moves (e.g. Arastoopour Irgens, 2021), to
track design changes (e.g. Gomez, 2021), or to analyze learning (e.g. Barany et al, 2020;
Barany et al., 2021). In these studies, ENA did not appear to be the primary means for the
development of design changes. Conversely, some design-based researchers code data in
qualitative analysis software and then construct concept maps, but without the use of
network analysis (e.g. Parmaxi and Zaphiris, 2020). What we develop in this paper is a novel
approach to contribute to the DBR toolkit by using a new variation of network analysis to
compliment others in the DBR toolkit such as ENA. While quantitative ethnography
methods (Zorgd et al., 2022) such as ENA excel at helping researchers understand epistemic
aspects of learning experiences such as identifying and describing epistemic frames,
comparison of epistemic frames across people, groups or contexts and tracking of changes in
epistemic frames over time (Arastoopour Irgens and Eagan, 2023; Zorg0 et al, 2022), our
method seeks to help researchers understand ontological aspects such as how the design of
learning is experienced. In other words, ENA is most powerful when we want to understand
learning itself, where our method is useful when we want to understand the complex patterns
of interdependencies between various experiences of learners engaging in a designed
learning process. Although both are types of network analysis, there are differences. For
instance, in ENA maps, the coordinates have meaning, but our method is similar to
traditional SNA maps in which the location of nodes have no meaning beyond proximity and
connections to other nodes. Our networks are not weighted, and a larger number of nodes is
desirable, while in ENA the networks are weighted and a smaller number of nodes is usually
desirable (Tan et al.,, 2022). Therefore, we see our method as a synergistic companion to other
analytical approaches in DBR such as ENA rather than an alternative.

In our DBR projects, the designs are intended to produce learning experiences. Therefore,
we seek to understand the complex experiences of learners as they engage in the learning
experiences we have designed. In line with the ontological and epistemological assumptions
of ANT, we felt the need to develop a new network analysis methodology in which each
node is a unique experience (or type of experience) as experienced by learners, and the
network map is the overall learning experience as experienced by the group of learners. We
use three categories of learning experience. To meet the DBR need for understanding
aspects of the design which could be improved, we need to understand aspects of the design
in which learners struggled or otherwise experienced as problematic (category 1). We also
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need to understand aspects in which learners had positive experiences (category 2) to
leverage strengths of the design to address aspects in which learners struggled. To meet the
DBR need for understanding learner experiences through the lenses of the theories in which
the design was grounded, we need to understand learner experiences which align with
particular principles derived from those theories (category 3). Therefore, in our LENA
approach, each node represents a particular learner experience, and these experiences are
categorized as struggles, strengths and theoretical principles. Relationships and clusters of
relationships between these nodes help us understand the complex interdependencies at
play in how designs for learning are experienced and enable us to make data-informed
design changes.

The purpose, reasoning and logic behind learning experience network
analysis

We need new methods of analyzing data in DBR which leverage and embrace the
complexity of the learning experience—methods which are not themselves so complex as to
be difficult for researchers to implement.

Driving principles for learning experience network analysis in design-based research

LENA was developed over the course of many DBR projects in multiple settings including a
middle school science program, faculty development programs and university courses in many
disciplines including animal science, environmental science, engineering, literature, veterinary
medicine, leadership, tourism, psychology and education. The current formalization of LENA
occurred through a pre-conference workshop and subsequent collaboration between the
facilitators of the workshop and workshop participants.

We wanted to develop analytical methods for use in DBR studies—methods that embrace
and illuminate the complexity of learning. Learning environments and the nature of learning
itself involve many complex systems in nested levels of interacting complex systems. How
learners experience the learning experiences we develop in DBR projects involves numerous
types of experiences and interpretations of those experiences that form the interdependent
elements of a complex system. Network analysis allows for expansive approaches to
holistically understanding the relationships between learning experiences. LENA is only
interested in learner experiences because it is intended only for generating changes to
learning experience designs in DBR studies, and, therefore, uses only data that can speak
to these experiences as directly as possible. We seek to use data that is as close as possible to
authentically and directly representing the experiences of learners with as little need for
interpretation by the researchers as possible.

We started developing LENA by looking only at network maps of correlated struggles
and strengths because we wanted to leverage aspects that worked to address struggles. For
instance, in Donaldson ef al. (2022a, 2022b) and Ganvir and Donaldson (2022), the design
was semester-long collaborative project-based learning in environmental science, leadership,
education and tourism courses, and network analysis of these relationships helped us
construct design changes to address collaboration issues, relevance issues and framing
issues. In the Zhao et al. (2022) DBR study of an argumentation activity, analysis resulted in
design moves of increasing the range of topics, providing more sources of information and
more detailed guidance regarding expectations. During a preconference workshop
(Donaldson et al., 2022c) along with work in subsequent studies, we recognized that design
moves in DBR should be grounded not only in evidence from the context, but also in
principles from learning theories. Subsequently, we have created network maps that include
not only aspects that students experienced as working well and aspects in which students



experienced struggles, but also aspects of their experiences that aligned with principles from
the learning theories in which the design was grounded. For instance, in the Adam et al.
(2023) DBR study investigating competency-based grading, we included codes for principles
from self-determination theory. In a study on generative game-based learning (Cooper et al.,
2023) the network maps included principles from constructivist and constructionist theories,
situated learning theory and transformative learning theory.

Design-based research studies where learning experience network analysis is appropriate
LENA may not be suitable for all DBR studies. This type of analysis is only appropriate
investigating the direct experience of learners engaging with a learning experience design,
rather than other types of DBR such as design-based implementation research (Fishman and
Penuel, 2018) or DBR focused on infrastructure at the research-practice partnership systems
level (Penuel, 2019). It is most appropriate in learning contexts where there is a large enough
number of participants, which in our experience tends to be at least ten. Data from fewer
than 10 participants makes constructing network maps difficult since the method relies on
code co-occurrence or correlations. Furthermore, theoretical saturation usually occurs with
more than twelve participants (Guest et al., 2006). It is also important that the context is such
that it is possible to gather rich qualitative data from learners about their experiences.
Although there is no standard measure for the richness of qualitative data (Ames et al.,
2019), we deem data to be rich when it consists of multiple paragraphs of text provided in
response to questions specifically targeting learner experiences.

Applying learning experience network analysis
The LENA method is fairly straightforward (see Figure 1). We will discuss the details of
each step.

Types of design-based research data for learning experience network analysis
Learner experiences can only be indirectly recorded. Different forms of data may have
varying degrees to which they represent learner experiences, and differences in the levels

Correlation or co-
occurrence analysis

Collect appropriate data gurd Code the data

Adjust node size by

Create a network map mmmd Conduct cluster analysis rd .
betweenness centrality

Create a table identifying Leverage what worked
the struggles, what and theory to construct
worked, and alignments Gmmd design moves to address
with theory in each the struggles in each
cluster cluster

Source: Figure by authors
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and aspects of experiences captured. For instance, surveys can be used to easily capture and
code data from large numbers of participants regarding their own personal perceptions of
their experiences. Individual interviews or reflection papers allow for much greater depth of
analysis of these experiences than surveys, but require more time for the researchers to code.
Video recordings of learning activities are valuable in many other forms of analysis within
DBR, but they may be limited in their ability to record learners’ own interpretations of their
learning experiences. Most of the recent work through which we developed LENA has been
in university courses where we found individual reflection papers to provide the optimal
richness of data. These reflections ask learners to reflect on their learning experiences in
terms of struggles, what worked particularly well and what the activity meant to them. The
major problem we have faced is that it takes several months to code the data, therefore, not
allowing us to produce findings and implement design moves between semesters. This issue
is particularly daunting with courses with hundreds of students. In a few instances we
decided that the need for quick between-semester analysis outweighed our desire for rich
data, leading us to use surveys with mostly Likert scale questions accompanied by a few
short-response open ended questions. We only opted for in-depth interviews for small
faculty development programs. We have also used teacher memos to varying degrees of
success. We encourage researchers to experiment with other types of data through which to
record learner experiences. The most important considerations are ensuring that you are
capturing learner experiences, and that you do so in a way that allows for subsequent
analysis through which to understand the complex interdependencies between many
different aspects of the experiences.

Example data — design thinking for engaged learning

In the following sections we will provide examples from a DBR project in which we engaged
students from a senior-level undergraduate course in a college of agriculture in team-based
design thinking projects. We used the design thinking for engaged learning (DTEL) model
which was developed to provide structure for faculty to engage students in collaborative,
project-based learning (Donaldson and Smith, 2017; Jamal et al., 2021). The DTEL process
combines innovation, collaboration and project-based learning to develop novel solutions to
wicked problems.

Our design was a collaborative project-based learning experience spanning 14 weeks,
with the design thinking project broken up into 10 stages (finding and understanding the
problem; empathy and perspective work for wicked problem framing; divergent thinking;
convergent thinking; project planning and low-fidelity prototyping; high-fidelity prototype
construction; user testing and collect data; analyze data and plan design moves; implement
design moves to create multiple iterations; and deploy for real-world impact) that were
organized into 5 phases (name and frame; diverge and converge; prepare and share; analyze
and revise; and deploy). Across all stages, the design intentionally focused on facilitating
development of designerly ways of knowing (e.g. wicked problem framing, abductive
reasoning, contextualized thinking, reflection-in-action and cognitive, affective and conative
empathy).

The key theories underlying the DTEL model informed the initial design of the learning
experience: situated learning theory (Lave and Wenger, 1991), cognitive constructivist
theory (Piaget, 1952), social constructivist theory (Vygotsky, 1978), constructionist learning
(Papert and Harel, 1991) and transformative learning theory (Mezirow, 2009). In line with the
domain-specificity aspect of situated learning, students identify and frame a problem
directly related to the disciplinary scope of the course (Jamal et al., 2021). In our design, the
students were expected to go into real-world contexts where their identified problem exists



and conduct interviews to understand stakeholders’ experiences of the problem. Project
groups consisting of three to four students each were expected to complete all stages of the
process together rather than splitting up tasks to be accomplished by individual members.
The design thinking learning activities aimed to facilitate transformative learning
experiences through collaborative project-based learning that promotes collective problem-
solving and co-constructing knowledge.

The example data comes from the second iteration which occurred one year after the
initial prototype. Since then, we have completed a total of four iterations, but selected the
second iteration to describe here because this was during the period when we developed
LENA in its current form. The design moves implemented in this iteration included adding
team peer-review activities, spending more time helping learners develop understanding of
the nature of wicked problems, frequent reminders for teams to engage in empathy work in
all design thinking phases and reframing the interview assignment in Stage 2 to emphasize
the human-centered design principles of focusing on the margins and seeking to understand
as opposed to collecting information. There were approximately 30 students in the class, but
data from only the 10 students who signed informed consent was collected in the form of
reflection assignments completed at the end of each of the five design thinking phases,
resulting in a corpus of 50 documents with an average of 400-500 words each. Example
reflection prompts included “Write a few paragraphs about your experience in the design
thinking project, and what it meant to you personally and professionally. What aspects of
the design thinking project worked particularly well for you, and why? In what aspects of
the project did you struggle, and why?”

Preparing the data, coding

We usually code at the level of the sentence, although the researcher must determine the
most appropriate grain level depending on the context. For instance, we have encountered
situations where an entire paragraph is the most appropriate level. The number of codes will
depend on the study, but generally we find that in the theory category we use around three
to eight a priori codes per theory. In the struggles and what worked categories we often end
up with 20 to 50 emergent codes per category. We try our best to code every sentence, but
often there are sentences that are irrelevant to our study and, therefore, remain uncoded.
Sometimes multiple codes are applied to one sentence. This is particularly true of codes for
principles from theory because different theories often have principles that are distinct to
that theory, but overlap conceptually with principles from other learning theories.

An early step in DBR is to ground the design in appropriate theories. Different aspects of
the theories being used are translated into design principles which guide design choices.
Therefore, when preparing the codebook, one category of codes includes all the theory-
derived principles. The principles being coded are the same as the principles used when
designing the learning experience. Learner experiences are coded for indication of alignment
with these specific principles. In our example data, our a priori theory codes from situated
learning theory included engaging in the community of practice, engaging in the practices of
the community of practice, communication in the community and identity exploration in
relation to the community. Codes from transformative learning theory included questioning
beliefs or assumptions, changing beliefs or assumptions, changing ways of knowing and
developing new perspectives. Our cognitive constructivist codes included individual
knowledge construction and knowledge consolidation. The social constructivist codes
included collaborative knowledge construction, mediating artifacts and scaffolding.
Constructionist theory codes included generativity (making), learner agency, tinkering,
productive failure and authentic real-world audience and purpose.

Learning
experience
network
analysis

31




ILS
1251/2

32

We also want to understand what aspects of the design were problematic and could be
subject to improvement in subsequent iterations. We can identify these aspects by emergent
coding of learner experiences within the category of student struggles. The researcher must
be particularly careful to recognize that some struggles are productive, while others inhibit
optimal learning. Only struggles that are counterproductive should be coded as struggles,
and struggles such as productive failure or cognitive dissonance should be coded under the
relevant theory categories. In our example data, the most frequent emergent codes for
student struggles were teamwork, peer review, problem framing, user testing, time
management, convergent thinking, divergent thinking and clarity of instructions.

Another category of codes includes aspects of learner experiences which “worked” well
and aspects of experiences which students found beneficial, enjoyable, generative,
transformative, etc. Not only can these aspects of experiences help us understand what
aspects of the designed learning experience were appropriate, but can also be understood in
their relationships with problematic aspects of learning — thus, enabling us to leverage
strengths to address related weaknesses. Emergent codes in our example data for what
worked particularly well-included confidence building, convergent thinking, deeper
understanding of issues, divergent thinking, empathy work, learner agency, problem
framing and relevance.

After coding is complete, the codebook often needs to be cleaned. If there are any codes
which have been used three or fewer times, we either merge these codes (along with their
coded segments) with other codes or delete the codes. In one of our studies, we had
infrequently-used codes in the struggles category of “STRUGGLE - process not relevant”
and “STRUGGLE - lack of interest” which we merged and renamed as “STRUGGLE -
relevance and interest.” If the data set is small (for instance, if we have only 10 reflection
papers), we might delete codes that have been used only once or twice. If the data set is
larger (we often work with data sets including reflections from hundreds of students, with
each student submitting five reflection papers) we usually delete codes that have been used
three or fewer times.

We also look for codes which have been used much more often than other codes,
evaluate all the segments of text to which one code has been applied and attempt to split
the code into two or more codes. In one of our studies, we had a frequently-used code in
the what worked category of “WORKED — Teamwork” which we were able to split into
multiple codes: “WORKED - teamwork — communication,” “WORKED - teamwork —
collaboration,” “WORKED - teamwork — relationships, trust” and “WORKED -
teamwork — role negotiation, fulfilling roles.”

During the period in which the codebook is being developed, the research team meets
frequently to negotiate differences in coding. It is also advisable to conduct inter-rater
reliability testing once the codebook is nearly complete and continue to negotiate differences
until the team achieves their desired level of inter-rater reliability. After cleaning, our
example data codebook included 22 theory codes, 24 struggle codes and 22 codes for what
worked.

Correlation or co-occurrence analysis

Once the coding is complete and the codebook is clean, we conduct correlation analysis. In
our work so far, we have been using MAXQDA Analytics Pro which has a statistics
function whereby we can calculate correlations for pairs of codes, indicating the likelihood
that those two codes appear in the same document. We use Pearson’s one-tailed correlations
because we have no reason to assume a normal distribution. We conduct this analysis for all
possible combinations of pairs of codes in the three categories (theory, what worked and



struggles) and export the results as a Microsoft Excel file containing the symmetrical
correlation matrix. We have also used other analytical methods such as conducting code co-
occurrence frequency analysis. This is useful in studies in which the data includes longer
text documents such as interviews because this allows us to narrow the parameters to
include only code-occurrences within a few sentences or paragraphs, rather than both codes
occurring anywhere within one text document. Because our studies have tended to include
shorter text documents in the form of reflection papers consisting of only a few paragraphs
each, we will describe how we prepare the correlation matrices for use in network mapping
tools.

The Excel files produced by the qualitative analysis software we use must be
transformed before importing into the network analysis software. The correlation matrix is
symmetrical with the names of the columns and rows indicating the names of the codes.
Each cell in the matrix includes the Pearson’s 7 value and the p-value for values that are
significant and values that are not significant. Therefore, we create three copies of the sheet
so that we have a sheet for values at the p < 0.001, p < 0.01 and p < 0.05 confidence levels.
With some cleaning (Excel macros are helpful here), each sheet contains only the Pearson’s »
values that are significant at that level and all other cells are empty.

Network mapping

After the symmetrical correlations are prepared, we create network databases in the
network analysis software by importing the data from Excel, with separate network
database files for each of the three confidence levels (p < 0.001, p < 0.01 and p < 0.05). Then
we construct the network maps as one-mode networks. We always start with the best
confidence level (p < 0.001) and work our way down if the network is not strong enough.
Often we find that at the p < 0.001 level the network consists of many dyads and triads (two
or three connected nodes), so we go to the next level (p < 0.01) to get a map with many
connected nodes. Usually, we want network maps with all nodes within one network to best
understand the complexity of experiences. Sometimes there are nodes which are not
connected to any other nodes, so we delete these nodes because we are only interested in
patterns of interdependencies between different aspects of the learning experience. The
purpose of LENA is to help researchers make changes to aspects of the design with which
learners struggled. Therefore, if there are triads or larger groups of nodes not connected to
the main network, and if these groups do not include any struggles, we usually delete these
nodes as well.

Cluster analysis
Our next step is to conduct cluster analysis. We use Girvan—Newman cluster analysis
(Girvan and Newman, 2002) because this is the most widely-used form of cluster analysis,
and although we have attempted using other algorithms, we have found this to be the most
appropriate method, thus, far. Girvan—-Newman clustering calculates measures of distance
between each node — edge-betweenness — and then removes the paths between nodes that
have the highest betweenness. Edge-betweenness refers to how many shortest paths exist
between nodes. The higher the value of edge-betweenness for an edge between any
particular pair of codes, the more power that line (edge) has in terms of information flow
through the network. Edge-betweenness values are calculated again and the process repeats
until distinct clusters are revealed.

We start with a minimum of two Girvan—Newman clusters, and then select the number
of clusters which produces the highest @ value while also not producing an unusable
number of clusters. Each cluster must contain at least one “struggle” node and at least one
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“what worked” or theory node. Higher @ values indicate higher confidence that the clusters
represent meaningful clustering in the network. The normal range of € values in our studies
is between 0.3 and 0.7, and we try to avoid @ values less than 0.3. For example, if a map has
five clusters with a very high @ value, but one or more of the clusters does not contain the
necessary types of nodes (struggle + what worked or theory), we try four clusters. Again,
we start with the p < 0.001 level map, and if that map does not produce the necessary types
of nodes in each cluster, or has a @ value below 0.3, we abandon that level and move on to
the p < 0.01 level.

In our example study, cluster analysis resulted in a number of maps at the p < 0.001 level
(see supplemental materials) starting from two clusters at € = 0.158 with increasing €
values until we got to a map with seven clusters at @ = 0.602, after which the @ value
started going down. Usually, we would be overjoyed with the strong € value in the seven-
cluster map. All of the clusters in this map had at least one struggle and at least one what
worked or theory principle node. However, when the research team discussed all the maps,
they came to the conclusion that they wanted a map that contained at least two struggles in
each cluster, so they settled on the map with four clusters at @ = 0.535.

Betweenness centrality measures
In studies with a large number of codes, it might be difficult to decide where to start when
interpreting the maps. To assist with this, we conduct node betweenness centrality analysis
which calculates betweenness centrality for each node (as opposed to edge-betweenness
used in the previous step which calculates the betweenness measures for each line). We then
set the node size such that nodes with greater betweenness centrality values are larger. This
form of analysis helps us identify which nodes are most important in terms of connecting
other nodes together (but not to itself), and, therefore, can be thought of as leverage points.
This form of analysis helps us identify which nodes are most important in terms of
connecting other nodes together (but not to itself), and, therefore, can be thought of as
leverage points. In our example data (see Figure 2; see supplemental materials for detailed
maps and a step-by-step description of the map development process), the leverage points in
the largest red circles cluster were WORKED — learning with design thinking is more active
and engaging (betweenness value of 318.81), WORKED — relevance in terms of interest in a
chosen issue (288.36) and WORKED — divergent thinking (221.08). The leverage points in the
next- largest blue triangle cluster were WORKED — building conﬁdence (321.34), WORKED —
relevance in terms of future career (265.49), WORKED — relevance in terms of immediate
real-world impact and seeing their design come to life (220.0) and WORKED — teamwork in
terms of alignment of interests and personality in the team (214.33).

Crafting design moves
The principle behind translating these network maps into design moves is that we can
leverage strengths related to weaknesses to address those weaknesses. We create a table
with the headings issue, strengths, theory and design moves. Within each cluster, we
identify the struggle nodes and write those codes in a row in the table. In the next column of
the row, we write out all the strengths (what worked well) in the cluster and do the same for
the theory nodes. In the design move column, we craft changes we could make to the design
of the learning experience which use the related strengths and theoretical principles to
address the weaknesses.

We interpret clusters as prototypical types of student experiences, which often represent
different types of students. As an example that was most striking to us as researchers, in
one of our studies we found a cluster that could best be described as representing students
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who see their engagement in learning activities in terms of employee—employer
relationships: the student is the employee who completes tasks requested by the employer
(the teacher), with the expectation of being compensated in the form of grades. In the same
study, we found another cluster in which the students experienced transformation, deep
engagement and powerful learning, along with cognitive dissonance and productive failure
as major leverage points. When constructing design moves, we try to remain mindful that
design moves that address struggles in a cluster representing a type of student experience
may have consequences for student experiences in other clusters.

In our example clustered map (Figure 2), the largest cluster is the red circles cluster. This
cluster represents student experiences that were generally fruitful and aligned with theory.
There were quite a few alignments in this cluster with situated learning theory and
constructionist learning principles. This cluster can be interpreted broadly as involving a lot
of collaborative and collective work. The blue triangles cluster, on the other hand, has a more
individualistic vibe, aligning primarily with cognitive constructivist and constructionist
principles. Some of the most important nodes (highest betweenness values) from the what
worked category were focused on the individual including confidence building, exploration of
relevance for future career and relevance in terms of real-world impact. The black diamonds
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cluster included mostly aspects that worked well, and was concerned primarily with
understanding from new perspectives, particularly through working with stakeholders, user
testing and cognitive (mind) empathy. The gray squares cluster represented many struggles,
including issues with communication in teamwork, empathy, low motivation and low
tolerance of ambiguity. Students with the experiences in this cluster preferred to work
individually but valued the relationships in their team.

Table 1 shows only the issues, strengths, theory principles and design moves for the
largest red circles cluster from Figure 2 (see supplemental materials for more)

For example, students in the red circles cluster struggled with the timing of the
assignment, particularly in feeling that the problem understanding stages of the design
thinking process were too slow. What worked particularly well for these students was
relevance in terms of interest in their team’s chosen issue, as well as processes for problem
identification. Their experiences aligned with the situated learning principles of
communication in a community of practice and engaging in the practices of the community
which in their case was the agricultural leadership community. Leveraging the principles
from theory and aspects that worked well, we developed the design move where, during the
problem finding and problem framing stages, the instructor will repeatedly remind students
that human nature is to jump into solution mode, but agricultural leaders spend most of
their time understanding the problem from intellectual, empathetic and experiential
perspectives. This facilitation strategy change was intended to help students truly
understand that effective ways of addressing wicked problems requires taking the time to
develop deep understanding, and that this is how central members of their community of
practice engage with such problems.

Once the design moves are all crafted, the next step is to make those changes to the
design and implement the learning experience again. Using this same approach of
leveraging theory and strengths to address weaknesses, we developed 10 design moves
which were implemented in the following iteration. Over the course of four iterations, we
have made over 50 design moves.

Evaluating change across design-based research iterations

LENA was developed to help DBR researchers construct design moves between iterations,
and, therefore, in this paper we will not address issues such as evaluating change across
iterations, understanding how the design moves affected students in subsequent iterations
and translating findings in terms of theory building. For an example of a DBR study in
which LENA was used that addresses such issues, see Odom et al. (2023).

Limitations, benefits and insights from learning experience network analysis

There are limitations to the LENA method. This method can be applied only when you can
get your data from participant experiences and be confident that the data provides a rich
and reliable representation of these experiences. The characteristics of the data (student-
generated reflections, for instance) may have unforeseen problematic implications for
theory. The purpose of LENA is to help researchers in DBR studies craft design moves and
is, therefore, not specifically intended as a means of contributing to theory. However, the
complex interdependencies between aspects of learning experiences and their alignments
with principles from learning theories produced through LENA may be an area for future
design-based researchers to expand the methodology toward theory building. Furthermore,
LENA does not afford evaluative functions such as determining the “impact” of a design.
Finally, each iteration is a unique and complex context, and there will be many changes
from iteration to iteration that are not due to design moves. Therefore, confidence in the
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impact of design moves from iteration to iteration cannot be as robust as desired. However,
this issue may be alleviated to some extent by having many more iterations than is
traditionally reported for DBR studies.

Our experience suggests that LENA makes it easier to identify patterns and trends
through visualizing interconnections and associations. It also allows us to specify distinctive
learning experiences and their interactions within the overall learning design. It enhances
learning experience design by providing guidance from current network maps, something
particularly helpful for novice DBR researchers. Crafting design moves through this method
encourages the researchers to address “why” questions in addition to “what” and “how”
questions. Through LENA we can understand how people use our designs from an
experiential and theoretical perspective and build that theory.

Through our work developing LENA, we have gained a few valuable insights. Each
learner is experiencing learning on their own terms, each with their own possibilities and
limitations. LENA helps bridge those learning experiences and provide interconnected
insights for data-driven learning design decisions. In other words, we believe that it allows
us to embrace the messiness and complexity of learning without getting overwhelmed.

Conclusion and areas for future development of learning experience network
analysis

The development of LENA involved a long (and ongoing) evolutionary process, but we are
now confident that in the current form it is robust enough to share publicly in order for other
researchers to further refine. In terms of our own future studies to apply and test the LENA
approach, we are currently working with a team of doctoral students in computer science to
build an artificial intelligence system to assist us and other researchers who use LENA with
large amounts of data that would otherwise take an enormous amount of time to code.
Furthermore, in our own research studies the context has usually been large enrollment
courses in higher education, making it nearly impossible to include the students as
collaborators in the DBR studies. We will continue to explore innovative approaches to
better include students as co-equal colleagues in DBR. For instance, recently we have done a
few experiments where we give students the clustered networked maps and use them as an
aid in metacognitive and reflective practices in learning. Researchers using LENA for
further innovations may identify new types and sources of data regarding learner
experiences. We acknowledge that LENA is still in a developmental stage, and this article is
our call for other researchers to continue the development of this and other related methods.
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