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Abstract 
Background: Geostatistics focuses on spatial or spatiotemporal 
datasets. Geostatistics was initially developed to generate probability 
distribution predictions of ore grade in the mining industry; however, 
it has been successfully applied in diverse scientific disciplines. This 
technique includes univariate, multivariate, and simulations. Kriging 
geostatistical methods, simple, ordinary, and universal Kriging, are 
not multivariate models in the usual statistical function. 
Notwithstanding, simple, ordinary, and universal kriging techniques 
utilize random function models that include unlimited random 
variables while modeling one attribute. The coKriging technique is a 
multivariate estimation method that simultaneously models two or 
more attributes defined with the same domains as coregionalization. 
Objective: This study investigates the impact of populations on traffic 
volumes as a variable. The additional variable determines the strength 
or accuracy obtained when data integration is adopted. In addition, 
this is to help improve the estimation of annual average daily traffic 
(AADT). 
Methods Procedures, Process: The investigation adopts the 
coKriging technique with AADT data from 2009 to 2016 from  
Montana, Minnesota, and Washington as primary attributes and 
population as a controlling factor (second variable). CK is 
implemented for this study after reviewing the literature and work 
completed by comparing it with other geostatistical methods. 
Results, Observations, and Conclusions: The Investigation employed 
two variables. The data integration methods employed in CK yield 
more reliable models because their strength is drawn from multiple 
variables. The cross-validation results of the model types explored 
with the CK technique successfully evaluate the interpolation 
technique's performance and help select optimal models for each 
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state. The results from Montana and Minnesota models accurately 
represent the states' traffic and population density. The Washington 
model had a few exceptions. However, the secondary attribute helped 
yield an accurate interpretation. Consequently, the impact of tourism, 
shopping, recreation centers, and possible transiting patterns 
throughout the state is worth exploring.
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Introduction
Varga et al. (2023) assert that a cost-effective elucidation for 
many Intelligent Transport Solutions (ITS) applications are to  
estimate traffic flow at not measured locations. However, accu-
rately predicting annual average daily traffic (AADT) volumes 
by considering the effects of AADT and count location (recorder 
station) could increase understanding of spatial variability. Also, 
at the engineering design stage, it is necessary to have accu-
rately predicted AADT volumes at specific locations. Besides, 
it is necessary to understand variables that impact the AADT 
values generated at a specific location. These variables include 
population, land use, recreation, and tourist activities. These  
factors can lead to high or low traffic volumes on a road seg-
ment. Researchers have explored several techniques for some 
of these factors in conjunction with the AADT data collected.  
These techniques include linear, logistic, and geographi-
cally weighted regression methods (Apronti et al., 2016;  
Cheng, 1992; Deacon et al., 1987; Lu et al., 2007; Mohamad 
et al., 1998; Raja et al., 2018; Shon, 1989; Xia et al., 1999;  
Zhao & Park, 2004). Others are artificial neural networks 
(Sharma et al., 2001), traditional factor approach (Sharma  
et al., 2000), smoothly clipped absolute deviation penalty (Yang 
et al., 2011; Yang et al., 2014), ubiquitous probe vehicle data  
(Zhang & Chen, 2020), and satellite imagery, geographical  
information system-based travel demand models, and spatial  
interpolation and geostatistical Kriging (Eom et al., 2006;  
Shamo et al., 2015; Yang et al., 2014; Zhong & Hanson, 2009; 
Zou et al., 2012). In addition, machine-learning techniques 
have recently been explored in estimating traffic flow patterns  
((Das & Tsapakis, 2020; Varga et al., 2023). These techniques 
differ in weighting, thus varying degrees of accuracy and  
acceptance based on fulfilling some conditions. However, a 
few of these techniques are not suitable for every location. 
Therefore, the authors caution that their techniques should 
be restricted to the areas studied in such cases (Staats, 2016).  
Consequently, there is a need for a more universal or gener-
alized method that is able to generate accurate predictions  
and interpolation surface maps to assist with AADT data  
collection optimization without restrictions.

Geostatistical techniques are typically universal and have 
been applied and proven in several fields of study. According  
to Stein and Corsten (1991), some areas of applicability of 
geostatistical techniques include soil science, mining, hydrology,  
meteorology, medicine, agriculture, biology, public health, and 
environmental sciences (e.g., atmospheric or soil pollution). By 

2009, Zhou et al. (2007) and Hengl et al. (2008) demonstrated  
that the top application fields of geostatistics were geo-
sciences, water resources, environmental sciences, agriculture 
and/or soil sciences, mathematics and statistics, ecology, civil  
engineering, petroleum engineering, and meteorology.

In geostatistics, the most applied technique is the Kriging 
technique. However, the Kriging geostatistical methods only  
consider the sample values of a single variable to make predic-
tions. In contrast, coKriging, as an alternative geostatistical  
method, uses more than a single piece (up to four) of the  
available information from several variables such as the popu-
lation, land use, and so forth from the study area. Furthermore,  
coKriging as a geostatistical technique is a multivariate krig-
ing method. Accordingly, it is a much better approach to  
predict AADT volumes and simultaneously consider the influ-
ence of variables (factors) on the dataset at data collection  
locations. The assumption is that data integration methods such 
as cokriging may yield more reliable models because their  
strength is drawn from multiple variables. In addition, cokrig-
ing can be extremely valuable when highly correlated  
covariables are thoroughly sampled.

The coKriging approach does not smooth variables and thus 
makes accurate predictions. However, coKriging is a good 
choice for determining how the various factors contribute to  
AADT volume changes at a given location. This makes coKriging  
a helpful decision-making tool.

Cokriging is used in several non-transportation-related analy-
ses and yields more accurate and robust data than the classic 
or ordinary Kriging techniques (Ahmadi & Sedghamiz, 2008;  
Amiri et al., 2017; Ersahin, 2003; Laurenceau & Sagaut, 2008; 
Stein & Corsten, 1991; Tziachris et al., 2017; Zhang & Cai, 
2015). However, Eldeiry & Garcia (2009) cautiously state  
otherwise.

Al-Mudhafar (2019) demonstrates the strength of geostatistics  
in investigating the feasibility of Bayesian Kriging to gener-
ate the most realistic spatial permeability model. Zou et al.  
in 2012 suggested the Kriging methods’ usefulness when 
considering spatial analysis. They conclude that the results  
obtained by applying the method in traffic data interpolation 
were promising. In addition, geostatistics can effectively select  
a spatial resolution for image data and the support size for 
ground data (Atkinson & Quattrochi, 2000). Varga et al. (2023)  
use extended Kriging techniques to estimate and predict in  
real-time traffic volume and speed, respectively, at several 
unsampled locations. The results from their studies proposed  
that spatio-temporal prediction can accomplish a more signifi-
cant extent of accurate predictions. Varga et al. (2023) again 
suggest that the deep learning technique results compared  
well to the Kriging technique.

Bae et al. (2018) confirm the need to rely on traffic dataset 
accuracy in literature documentation of transportation systems.  
The dependence on the dataset is to ensure operational  
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traffic conditions are monitored for performance assessment.  
Consequently, missing or unsampled data may result in inef-
fectual decision-making if not resolved appropriately. Bae  
et al. (2018) assert that most traffic data often ignore spatial 
correlations and consider only temporal continuity. However,  
they state that some studies have explored only the random-
ness in the missing data patterns. As a result, Bae et al. (2018)  
explore spatial and temporal characteristics of the traffic data, 
adopting two coKriging methods and the classic simple and  
ordinary kriging methods. These methods are set as stand-
ards to allow for accurate comparison. Using multiple data  
sources where the missing data locations are clustered or in 
blocks, the spatiotemporal cokriging method can effectively 
improve imputation accuracy. In contrast, the classic ordinary  
or simple kriging methods are effective if the primary data 
source has the missing data randomly scattered in time 
and location. Therefore, Bae et al. (2018) conclude that a  
Kriging-based imputation approach generates accurate and  
reliable predictions.

Wackernagel (1994) compares and confirms the advantages 
of coKriging over Kriging. Wackernagel (1994) states that  
between estimating a sum and the separate estimation of each 
of its terms, cokriging guarantees coherence. Contrariwise, 
with a set of auxiliary variables (autokrigeability- intrinsically  
correlated), coKriging and Kriging are similar. The intrinsic 
correlation suggests that the computed fundamental features  
are not a coregionalization analysis. Instead, the computed 
fundamental features are from classical multivariate data  
analysis.

Ahmadi and Sedghamiz (2008) evaluate groundwater depth 
across a plain using Kriging and coKriging methods. Their  
technique accurately evaluates water resource conditions in 
arid and semi-arid regions. They confirm the spatial relationship  
between groundwater depth and the prevailing climatic condi-
tions. Based on the calculated root mean square error (RMSE),  
coKriging outperformed Kriging. Also, Kriging underesti-
mated real groundwater depth for dry, wet, and normal con-
ditions. Ahmadi and Sedghamiz (2008) confirmed that the  
coKriging estimates were unbiased.

Laurenceau and Sagaut (2008), in varying sampling and mod-
eling techniques, adopt Kriging (Kriging and gradient-enhanced  
Kriging) and coKriging (direct and indirect). Their model  
constructs efficient response surfaces of aerodynamic functions. 
However, the authors note that coKriging did not circumvent  
the slow linear phase of error convergence with increased  
sample size. Likewise, Stein and Corsten (1991) use universal  
Kriging and coKriging as a regression procedure to confirm 
that Kriging is the optimum technique among all linear pro-
cedures when comparing spatial interpolation and prediction 
techniques. In addition, Stein and Corsten (1991) specify that  
Kriging techniques are unbiased, and the prediction error  
variance is nominal.

Nevertheless, coKriging has properties similar to Kriging and 
is more precise in its predictions. The coKriging technique  

uses one or more covariable(s) in the processes. Stein and  
Corsten (1991) emphasize that there is only a slight differ-
ence between Kriging and coKriging. Yet, they confirmed that 
cokriging is most valuable when highly correlated covariables  
are thoroughly sampled. Eldeiry and Garcia (2009) estimated 
soil salinity with the best band combinations in a two-fold  
evaluation. They compared Kriging and coKriging regression 
techniques. The authors use these techniques with LANDSAT  
images to create accurate soil salinity maps. The regression  
Kriging technique outperformed the coKriging technique  
because the regression Kriging technique included most of  
the insignificant discrepancies in soil salinity.

On the other hand, Zhang and Cai (2015) determine when 
Kriging outperforms coKriging. Accordingly, they state that  
the outperformance occurs due to the nonexistence of theo-
retical results for coKriging. Furthermore, they point out 
that conceptually, the prediction variance of coKriging 
should be smaller than or equal to kriging. However, in some  
circumstances, it occasionally outperforms Kriging.

Tziachris et al. (2017) use different interpolation techniques 
to estimate soil iron (Fe) content at unsampled locations. They  
assess and compare the procedure using spatial autocorrelation 
and semivariograms to present the best technique. The meth-
ods are ordinary Kriging, Universal Kriging, and coKriging.  
The results show evidence for yearly spatial cross-correlation  
of soil Fe and pH. The results indicate improving the inter-
polated results’ accuracy for the unsampled locations. Fur-
thermore, Tziachris et al. (2017) confirm that coKriging takes  
advantage of the covariance between the two regionalized 
variables (pH and Fe) and achieves better yearly results than  
the other interpolation techniques.

Some researchers have introduced other types of coKriging 
to assist in the needs of research analyses. A typical example  
is multivariate universal cokriging (MUCK), introduced by  
Clark et al. (1989). With this example, the authors use MUCK  
to estimate dataset variables without having similar locations, 
as in the traditional multivariate coKriging technique. How-
ever, the authors quickly caution that the MUCK estimates 
did not vary from the traditional coKriging. Therefore, there  
are no restrictions on the model output and estimation processes.

Similarly, Myers (1991) uses data on correlated variables in 
coKriging to improve primary variable estimation (but this  
does not improve the estimation process for all variables).  
Cokriging makes it possible to use data collected regarding  
an auxiliary variable to determine data for under-sampled  
areas with insufficient data. From the cross-correlation struc-
tures of variables, sampled information is predicted using  
coKriging techniques. However, coKriging techniques inad-
equately represent the estimate’s complexities, especially when  
the bivariate has non-linear and complex variables. Furthermore,  
caution is required since coKriging is a linear geostatisti-
cal algorithm; it has a smoothing effect on the estimated  
block model (Myers, 1991). Thus, it either overestimates 
or underestimates the original distribution of the variables  
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(Madani, 2019). Madani (2019) proposes a combined  
factor-based methodology called projection pursuit multivariate  
transform and coKriging to overcome shortfalls, such as the 
complexity of variables and the smoothing effect in traditional  
coKriging algorithms. The process preserves the complexity  
and improves the smoothing effect (Madani, 2019).

In another development, Amiri et al. (2017) prove that  
coKriging for spatial interpolation accurately predicts fish 
abundance. The complete model contained chlorophyll-a  
content to understand the ecological and anthropogenic drivers  
for fish population dynamics. Their research objective is to 
use ordinary kriging and cokriging geostatistical methods to  
predict the spatial density and distribution of kilka species in 
the southern Caspian Sea. In addition, the study determines  
whether the distribution of kilka relates to satellite-derived  
sea surface temperature, chlorophyll-a concentration, turbidity,  
and water depths.

Smith et al. (2020) show the successful application of  
Poisson coKriging (bivariate structure model) in predicting a  
Poisson outcome for the pollen counts variable when an aux-
iliary variable such as temperature or precipitation data is  
adopted. Poisson cokriging is a multiple-variable technique 
that assumes a covariance matrix similar to simple cokriging.  
Results from Poisson coKriging are minor average errors 
for about 95% coverage. Chen et al. (2018) propose an error  
compensation method to improve the aviation drilling robot’s 
positioning accuracy. They verify the error compensation  
method’s correctness and effectiveness using coKriging. A pre-
cision laser tracker is used to check the measurements. The  
results based on this technique result in a reduced average  
absolute positional error of 0.7168 mm to 0.1150mm. In addi-
tion, the maximum average absolute positional error decreases 
from 1.3073 mm to 0.2664 mm. Thus, Chen et al. (2018)  
confirm that the technique helps improve aviation robots’ abso-
lute position accuracy and may help meet aircraft assembly  
requirements.

In finding a solution to ecologists’ challenges in mapping veg-
etation quantities over a large area, Dungan et al. (1994)  
explore point-based interpolation, such as cokriging and con-
ditional simulations. The authors confirm that the information  
covering the entire area is generated with the adopted methods.

Meng et al. (2009) discuss the new systematic geostatistical 
techniques for predicting forest parameters (basal area, height,  
health conditions, biomass, or carbon as a response variable)  
or inventory. The combined methods consist of Landsat 7  
enhanced thematic mapper plus (ETM+) images, a global posi-
tioning system (GPS), and geographic information systems  
(GIS). The GIS techniques used were univariate kriging 
(ordinary and universal Kriging) and multivariable kriging  
(cokriging and regression Kriging). Meng et al. (2009) confirm  
that geostatistical approaches can better predict parameter  
values for unmeasured locations. Cokriging and regression Krig-
ing combined with the normalized difference vegetation index 
(NDVI) and principal components (PCs) are used to validate  

200 random sampling points. From the results, the kriging 
techniques performed better. Regression Kriging is the best 
geostatistical method for spatial predictions. Furthermore, the  
regression Kriging results have the least errors and the highest  
r-squared (Meng et al., 2009).

Doyen et al. (1996) utilized the simplified collocated  
coKriging technique based on a Bayesian in an interpolation 
where seismic impedance was a second variable to an associated  
primary variable, porosity. The model predicted and gener-
ated the lateral porosity variations in a reservoir layer of the  
Ekofisk Field, Norwegian North Sea.

This study investigates, demonstrates, and validates population  
distribution as a controlling factor in AADT data. Therefore, 
this study implements cokriging using known AADT data and  
the various county population data from Montana, Minnesota, 
and Washington as a second variable. The estimated AADT  
volumes were simulated using population data.

Various locations in the three selected states were compared  
to demonstrate the effectiveness of coKriging in spatial  
distribution. In addition, it illustrates the importance of con-
sidering other variables instead of a single variable to predict  
sampled and unsampled locations accurately. Also, the study 
determines the accuracy of predicted values of unsampled  
locations. Finally, the study is to demonstrate that the more 
variables there are for a predictive model, the better the model  
output.

Methodology
This section discusses the procedures (Figure 1) in completing  
the explored models to determine the applicability of the  
geostatistical technique to estimating AADT data.

Data description and processing
The data used for this study is acquired from the Departments  
of Transportation in Minnesota, Montana, and Washington  
states. The classification of the datasets is based on the  
Cornell Local Roads Program (CLRP). The categories limit  
AADT data to a minimum of 1 and a maximum of 400, 500,  
1000, and 2000 vehicles per day. The downloaded datasets 
were in the Microsoft Excel spreadsheet format. Each spread-
sheet contained several years of annual average daily traffic  
datasets. The annual average daily traffic from 2009 to 2016 
is extracted from each state’s data set. After extracting the  
needed data, the datasets are subjected to conditional clauses 
in Excel to generate annual average daily traffic values of 
less or equal to 400, 500, 1000, and 2000 vehicles per day.  
Each dataset generated is subjected to further screening to 
remove data collection stations with zero counts and missing  
data. Finally, the data were explored using exploratory spatial  
data analysis (ESDA) to visualize outliers easily, delineate  
global trends in the data, locate areas with high and low values, 
and possible transformation. The population data were drawn  
primarily from the U.S. Census Bureau dataset. The popu-
lation is used as an AADT data control factor because it is  
universal in all aspects of the analysis.

Page 5 of 30

Emerald Open Research 2023, 4:20 Last updated: 31 JUL 2023



Geostatistical simple Kriging assumes that the global mean of 
a dataset is constant (Veeken, 2007). Kriging generates spatial  
interpolation and extrapolations of the control points through 
a multi-varied statistical approach. Therefore, Kriging predic-
tion utilizes weighting functions dependent on the probability  
of distribution and spatial variations of the dataset. As a result, 
the process ensures that the error variance is minimized in 
relation to the predicted values of the least square (Veeken,  
2007). Simple Kriging is similar to ordinary Kriging; however, 
the weighted sum equation, which equals 1, is not added  
in simple Kriging. Also, in simple Kriging, the mean is a  
known constant. Therefore, the entire dataset’s average is 
used. In contrast, ordinary kriging uses the local averages, 
which correspond to the average of the subset points for points  
specified in the interpolation.

Sunila (2015) outlined the following as a step-by-step process  
for Kriging:

1.    Studying the gathered data: data analysis

2.    Fitting variogram models: experimental variogram and 
theoretical variogram models

3.    Estimating values at locations that have not been sam-
pled, e.g., ordinary Kriging, simple Kriging, indicator  
Kriging, etc.

4.    Examining standard errors which may be used to  
quantify confidence levels

5.    Kriging interpolation

Korn (2013), in the Handbook of Geomathematics, presents 
“various classical geostatistical prediction methods with a focus 
on interpolation methods known as Kriging. The main types  
of Kriging interpolation methods, such as simple, ordinary, 
and universal Kriging, are derived as the best linear predictors  
in the mean squared sense. Also discussed are the multivariate  
and non-linear generalizations such as cokriging or indicator  
Kriging and their application.”

Figure 1. Processes involved in developing and interpreting the cokriging method (annual average daily traffic - AADT).
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In all geostatistical methods, only the sample values of a single 
variable are used to generate estimates. Cokriging uses infor-
mation on several variables. It uses at least two, and a maxi-
mum of four, variables to refine the predicted values (Queiroz  
et al., 2008). This assumes an appropriate autocorrelation 
exists between or among the variables explored. Cokriging is  
like Kriging because of similarities in premise, but interpo-
lated surface accuracy is far better than Kriging. Multivariable  
use ensures accuracy and eliminates biases between actual 
and estimated values (Salith et al., 2002). Similarly, variance  
among these estimates is minimized (Salith et al., 2002).

Cokriging uses autocorrelation and cross-correlation algo-
rithms to produce interpolated surfaces that envisage values at  
unmeasured places. According to Salith et al. (2002), improved 
accuracy for predicting the primary variable (for example,  
AADT) in the cokriging model is obtained if there is a 
stronger autocorrelation among the multivariable. Applying  
coKriging in this research allowed for determining factors 
that may be assumed as controlling AADT values at sampled  
locations. Thus, AADT and population data from the sampled 
locations are modeled to determine the population effect on  
the number of vehicles per day counted at each sampled loca-
tion. Cokriging assumes a linear combination of primary and  
secondary data values with the equation given as Equation 1.

û ∑ ∑1 1= . .
n m
i jo ai ui bj vj=+=                                          Equation 1

û
o
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i
, …. u
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n
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cokriging weights needed to be determined. However, it is 
worth noting that the development coKriging is like ordinary  
kriging, and the determined estimation error equation is as in  
Equation 2:

o o o
ˆR = U - U - U∑ ∑= . . 

n m
i iai Ui bi Vi+                       Equation 2

For phenomenon U with nearby locations n and V nearby 
locations m, U

o
 …. U

o,
 and Vo …. V

o,
 represent their random 

variables, respectively. Equation 2 may be written in matrix  
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is the covariance of the matrix Z.

The system used in coKriging can be written in semivari-
ograms because the cross-variance matrix is symmetric, as in  
Equation 5.

i j j iCov{U V } Cov{V U }=                                                Equation 5

Although the cross-variance is modeled as a symmetric func-
tion, it may be nonsymmetric. The spatial continuity is demon-
strated with semivariograms converted to covariance values for  
the cokriging matrix with a relationship as in Equation 6.

UV UVuvC (h) ( ) - (h).= γ ∞ γ                                              Equation 6

Solutions based on the coKriging equations could be unique 
and exist when the auto and cross-variograms are positively 
fixed. Nevertheless, there are certain conditions where the  
coKriging model may not improve on the ordinary Kriging 
estimates. It occurs when the auto and cross-variograms are  
related to the uncomplicated model. The coKriging model 
may not improve the ordinary Kriging estimates when primary  
and secondary variables exist at all data locations. Cokriging  
will not provide a better model when the variogram models 
are relatively analogous in shape. The primary variable does 
not indicate conspicuous under-sampling(Goovaerts, 1997;  
Isaaks & Srivastava, 1989).

The correlogram (correlation statistics chart), covariance (degree 
at which random variables vary similarly), and semivariogram  
(variogram) describe the observation of spatial and temporal 
correlation in geostatistics. According to Deutsch and Kumara  
(2017), in geostatistical analysis, establishing a reliable vari-
ogram to represent each regionalized variable is a necessary 
step. The variogram is used in geostatistics to fit the model’s  
spatial and temporal correlation. The theoretical variogram in  
spatial statistics is a function that describes the extent of  
reliance on a spatial random field or stochastic process. First, 
the variogram measures the variation between two samples 
taken at a location with dependence on the distance between  
the two. Samples nearer to each other vary less compared 
to samples taken far apart. Matheron, in 1963 defined a  
semivariogram as half the average squared difference between 
data values at two points separated at a distance. Since sampling  
all locations to obtain data values is impractical, the empirical  
variogram is used. Thus, it is the variance between data  
values at the two sampled locations (Cressie, 1993). The empiri-
cal variogram is used in geostatistics first to estimate the  
variogram model needed for spatial interpolation by kriging.  
The variogram is twice the semivariogram. The spatial auto-
correlation of the measured sample points is depicted with  
a semivariogram. A model is fit through when each pair of 
locations is plotted. The specific characteristics commonly 
used to describe these models are range, sill, and nugget. A  
critical look at the semivariogram models shows that the model 
levels out at a certain distance. The range of the model is  
the distance where the model flattens out first. Therefore, sam-
ples from locations with distances separating them less than  
the range are considered spatially autocorrelated.

In contrast, sample locations further apart than the range are 
not spatially autocorrelated. The value on the y-axis, the value  
the semivariogram model realizes, is the sill. The partial is 
attained by subtracting the nugget from the sill. The nugget 
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is the semivariogram jump height at the origin’s discontinuity  
(ESRI Web Support, 2023). The nugget effect may be assigned 
to error measurement or spatial sources of variation at dis-
tances smaller than the sampling interval. For example, innate  
errors in the measuring devices may result in errors in meas-
urements obtained. However, it is worth noting that trends  
vary spatially over innumerable scales. Any scale of variation 
even smaller than the sampling distances may be introduced  
in the nugget effect. Consequently, understanding the scales 
of variation spatially is essential before data collection is  
implemented (ESRI Web Support, 2023).

For this study, the processes used are the following:

1.    The coKriging model is completed using ArcGIS 
Pro., SGeMS, and QGis are open software programs 
that can be used to achieve similar results. The input  
data were AADT data and the studied area’s corre-
sponding population data for each year studied. At the 
start of the model, data are input into the model. The  
input dataset consists of the AADT data for the year 
under review for all completed models. The source  
dataset relates to the AADT year and the number of 
vehicles per day. The data field is the recorded volume  
of vehicles at each location. Input data 2 uses the 
population data in the source dataset, and the data  
field is the population year. The next button is used  
to access the next stage of the model.

2.    After several trials, the conditions are selected and 
applied to all the completed models. For dataset 1, the  
normal score transformation is adopted as the trans-
formation type; true is selected for the input decluster  
before transformation and first for trend removal. The 
transformation type is set to log for the second dataset  
and the trend removal order as first.

3.    The default for the trend’s general properties and the  
declustering method are accepted.

4.    Similarly, the default, the normal score transformation, is 
adopted.

5.    The general properties remain the default settings at the 
semivariogram/covariance modeling stage; however,  
the Var1 and Var2 are changed to semivariogram. In 
addition, the default for the model nugget is accepted, 
whereas model 1 is varied during the processing stage  
to select any of the following model types; stable,  
circular, spherical, exponential, or Gaussian.

6.    The default is accepted for the neighborhood search, 
except the sector type is changed to four sectors and 45  
degrees.

7.    The final process generates the summary statistics or  
cross-validation to assess the best models.

Cross-validation
The cross-validation process was completed with the full  
complement (100%) of the dataset attained using the n-1 method 

with an output produced from the entire data statistics and  
not individual points. The cross-validation output is a compu-
terized result generated from the geostatistical optimized proc-
esses (ESRI Web Support, 2018b). The process systematically  
eliminates each point in the data and predicts a missing value 
at the surface and compares predicted and actual values  
(ESRI Web Support, 2018a). It produces an accurate system 
of measurement used to determine the accuracy and efficiency  
of the model. The cross-validation output is the best-evaluated  
accurate semivariogram and best fits the model. The meas-
ure of the best fit is based on the mean error (M.E.), the  
root-mean-square error (RMSE), the mean standardized error 
(MSE), the root-mean-square standardized error (RMSSE), 
and the average standard error (ASE). The closer the ME and  
MSE are to zero, the better the model – precisely, the more 
accurately the model predicts. Likewise, supposing the ASE  
value is comparable to RMSE, the better the result.

Consequently, a small value of ASE is preferred. Among a 
series of models, the model with the least difference between  
ASE and RMSE values is the best predictive model. The  
RMSSE assumes the mean of the standard error divided by 
the RMSE. An RMSSE approximating one (1) makes the  
prediction accurate and reliable. A large RMSSE is an indica-
tion of an unstable model. An RMSSE greater than one (1) indi-
cates a model underestimating the variability of the dataset. 
The mathematical expression for the performance measures for  
the goodness-of-fit is presented in Equation 7 – Equation 10.

Mean Error (M.E.or MAE) [ ( ) ( )]= ∗∑ 1
1 n

i ii z x z x
n = −   Equation 7

MeanStandardized Error (MSE)
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Where x
i
 represents location, Z*(x

i
) and Z(x

i
) are predicted, and 

observed parameter values at the location x
i
, σ is the standard  

deviation, and n is the total number of observations.

Results
Table 1 summarizes the results obtained for the best model out-
put for Montana state. The Table consists of summaries for  
AADT up to 400, 500, 1000, and 2000 for each year from  
2009 to 2016. Model types found in the Table are Gaussian,  
spherical, and stable. The Table shows that the Gaussian model 
outperformed the stable model types. For the eight years  
studied, using AADT data of up to 400 vehicles per day, all 
but one turned out to have Gaussian as the best model. The  
2011 model shows that the spherical model is the best for  
AADT up to 400. With AADT data up to 500 vehicles per day, 
the eight years studied have indicated Gaussian as the best  
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Table 1. Cross-validation summary for each year based on the AADTs explored, 
Montana (root mean square error - RMS, mean square error - MS, root mean 
square standardized error - RMSS, average standardized estimation error 
- ASE).

AADT /Year / Best 
Model Type

Count Mean RMS MS RMSS ASE ASE-RMS

400/2009 /Gaussian 1110 -3.27 106.20 -0.02 0.98 108.71 2.51

400/2010 /Gaussian 1083 -3.76 107.20 -0.03 0.99 108.71 1.51

400/2011 /Spherical 1101 -6.00 106.77 -0.05 0.99 108.14 1.37

400/2012 /Gaussian 1091 -4.76 107.79 -0.04 0.99 109.21 1.42

400/2013 /Gaussian 1107 -3.77 107.29 -0.03 0.99 108.38 1.09

400/2014 /Gaussian 1150 -4.33 106.90 -0.03 0.98 108.83 1.92

400/2015 /Gaussian 1193 -6.13 109.21 -0.05 0.98 110.90 1.68

400/2016 /Gaussian 1802 -0.78 102.86 0.00 0.96 106.29 3.43

500/2009 /Gaussian 1284 -7.75 135.15 -0.05 0.99 137.69 2.54

500/2010 /Gaussian 1261 -7.71 136.73 -0.05 0.99 139.14 2.41

500/2011 /Gaussian 1261 -7.75 132.40 -0.05 0.97 136.53 4.14

500/2012 /Gaussian 1272 -6.89 133.45 -0.04 0.99 135.62 2.17

500/2013 /Gaussian 1286 -8.85 134.47 -0.06 0.98 137.33 2.86

500/2014 /Gaussian 1313 -5.68 130.51 -0.04 0.98 133.72 3.20

500/2015 /Gaussian 1360 -8.15 133.05 -0.05 0.98 135.51 2.47

500/2016 /Gaussian 2013 -1.96 130.50 0.00 0.95 137.24 6.73

1000/2009 /Gaussian 1877 -21.16 256.94 -0.07 0.97 266.72 9.78

1000/2010 /Gaussian 1829 -19.14 256.10 -0.06 0.97 265.52 9.41

1000/2011 /Stable 1867 -9.82 250.98 -0.03 0.97 260.15 9.17

1000/2012 /Stable 1862 -9.89 249.66 -0.03 0.98 258.28 8.61

1000/2013 /Stable 1880 -7.67 248.13 -0.02 0.98 255.07 6.94

1000/2014 /Gaussian 1917 -21.88 257.04 -0.07 0.97 267.48 10.44

1000/2015 /Stable 1958 -9.00 251.10 -0.03 0.96 262.57 11.47

1000/2016 /Stable 2731 -0.54 236.48 0.02 0.87 268.18 31.70

2000/2009 /Stable 2616 -21.93 497.53 -0.03 0.95 538.72 41.19

2000/2010 /Stable 2580 -25.41 505.75 -0.04 0.95 547.50 41.75

2000/2011 /Stable 2630 -27.26 503.33 -0.04 0.95 537.74 34.41

2000/2012 /Gaussian 2634 -54.42 519.70 -0.09 0.96 546.37 26.68

2000/2013 /Stable 2626 -21.85 502.14 -0.03 0.96 535.68 33.55

2000/2014 /Gaussian 2703 -32.89 512.88 -0.06 0.97 548.13 35.25

2000/2015 /Stable 2722 -24.18 508.07 -0.04 0.98 535.84 27.76

2000/2016 /Stable 3583 3.22 469.88 0.03 0.89 526.79 56.91
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model. The best models for AADT up to 1000 and 2000 were 
Gaussian and stable. However, the stable model dominates in  
the prediction accuracy. Data collection locations for Montana  
state remained about the same, with slight variations for the  
entire years reviewed.

The appraisal of the optimum models generated mainly depended 
on the cross-validation output. Therefore, the evaluation is  
based on the root means square standardized error, mean stand-
ard error, root mean square error, and average standardized  
estimation error. Thus, the root means square standardized error 
approximates 1; the mean standard error approximates zero;  
the difference between the root mean square error and the aver-
age standardized estimation error reaching zero authenticates  
confidence to the predicted model; and a small value of the  
average standardized estimation error.

In Figure 2 and Figure 3, the red dots represent each coun-
ty’s population superimposed on the surface interpolation  
map generated from the cokriging model. The bar chart graphs 
are generated using the population data of each county in the  
state. The blue dots are the same red dots highlighted to align 
with the county population on the map. There is enough  
evidence from these two Figures for Montana to conclude 
that the traffic pattern is related to population data. The highly  
populated areas coincide with a high traffic pattern. Thus, 
it indicates that population density impacts traffic volumes.  
However, one may be cautious about the conclusions as it  
may not be the only factor impacting traffic patterns in  
Montana. As a result, decision-makers and policymakers 
may generate plans and trends from these outputs for future  
work. For example, conclusions can be drawn on the predictions  

for future occurrences regarding traffic safety and so forth.  
Similarly, optimization of data collection locations may also  
be appropriately determined and completed.

Table 2 shows the yearly best-predicted models for the state of 
Montana. All of the yearly best models resulted from AADT  
data of up to 400 vehicles per day and are associated with the 
Gaussian model. Out of the eight years reviewed, the spheri-
cal model successfully predicts a single year; the rest were  
Gaussian models. The traffic count varies from a low of 1,091 
to a high of 1,802. The root mean square errors were similar  
and the lowest compared to the other models in Table 1. The 
root mean square errors ranged between 102.86 and 109.21;  
thus, a maximum difference of 6.35 is recorded. Likewise, the 
average standardized estimation error is similar. The average  
standardized estimation error values ranged between 106.29 
and 110.90, with a maximum difference of 4.61. The closeness  
of the root mean square and average standardized estima-
tion errors indicated that the models’ prediction was accurate.  
Therefore, the result is the difference between root mean 
square error and average standardized estimation error. All of  
the root mean square standardized errors approximate one. 
The mean standard error approximates zero for the models  
(see Table 2). The mean standard errors and root mean square 
standardized errors further demonstrated the models’ accu-
racy. The optimum model is the Gaussian model for AADT 
up to 400 vehicles per day for 2013. The least optimum model  
is the 2016 AADT up to 400, also a Gaussian model.

Both models had a root mean square standardized error of  
approximately one and a mean standardized error of approxi-
mately zero. The difference between the root mean square  

Figure 2. Generated surface maps of annual average daily traffic (AADT) data and countywide population graph for Montana. 
(The left side corresponds to the best predictive model for AADT up to 400 and the right for AADT up to 500, corresponding to 2013 and 
2010, respectively).
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and average standardized estimation errors for the optimum 
and the least optimum models is 1.09 and 3.43. All other  
models are between the differences. The graphs for the opti-
mum predictors are in Figure 4a and Figure 4b. Figure 4a shows 
the difference between the root mean square errors and the  
average standardized estimation errors for the various years 
reviewed. In Figure 4b, the red lines are the predicted values, 

while the blue line represents the actual data. The predicted and 
actual data differences are shown in the shapes of the various  
graphs.

Again, similar to the procedure adopted for Montana, the best 
models are obtained for Minnesota and Washington states  
from cross-validation analyses of AADT data processed.

Figure 3. Generated surface maps of annual average daily traffic (AADT) data and countywide population graph for Montana. 
(The left side corresponds to the best predictive model for AADT up to 1000 and the right for AADT up to 2000, corresponding to 2013 and 
2012, respectively).

Table 2. Montana yearly best-predicted models based on cross-validation 
(root mean square error - RMS, mean square error - MS, root mean square 
standardized error - RMSS, average standardized estimation error - ASE).

Year / AADT / Best 
Model Type

Count Mean RMS MS RMSS ASE ASE-RMS

2009 /400/Gaussian 1110 -3.27 106.20 -0.02 0.98 108.71 2.51

2010 /400/Gaussian 1083 -3.76 107.20 -0.03 0.99 108.71 1.51

2011 /400/Spherical 1101 -6.00 106.77 -0.05 0.99 108.14 1.37

2012 /400/Gaussian 1091 -4.76 107.79 -0.04 0.99 109.21 1.42

2013 /400/Gaussian 1107 -3.77 107.29 -0.03 0.99 108.38 1.09

2014 /400/Gaussian 1150 -4.33 106.90 -0.03 0.98 108.83 1.92

2015 /400/Gaussian 1193 -6.13 109.21 -0.05 0.98 110.90 1.68

2016 /400/Gaussian 1802 -0.78 102.86 0.00 0.96 106.29 3.43
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Figure 4a. A graph of the difference between root mean square error and average standardized estimation error (root mean 
square error - RMS, average standardized estimation error - ASE).

Based on the earlier assumptions from the cross-validation  
analyses, the summaries of AADT up to 400, 500, 1000, and 
2000 for each year from 2009 to 2016 are generated. The model 
types were circular, exponential, Gaussian, spherical, Stable, 
and Gaussian-stable. The Gaussian-stable model shows that 
the Gaussian and Stable models result are similar. Therefore, 
any of the two models can be used for analysis. No domi-
nant model type is said to have outperformed the other model 
types. However, for Washington, the stable model showed  
some consistency. 

For the years reviewed, Minnesota state had varying locations 
used for each year’s data collection. Therefore, the prevailing  
conditions and spatial patterns or distribution impacted 
explored models. However, the robustness of the geostatistical  
technique makes it possible to have accurate models for each  
year. Meanwhile, for the years reviewed, Washington State 
maintained similar locations for data collection. Even though  
a critical examination of the entire dataset showed additional  
locations for some years, there is not much variation in loca-
tions. Data collection may have primarily been based on 
proximity as well as easy access to locations because of the  
landforms or geomorphic features. Consequently, the impact 
on the models explored, and the outputs generated are due to  
the prevailing conditions and the spatial patterns or distribu-
tion of the data. The geostatistical technique makes it possible  
to obtain accurate models to mimic reality.

For the study of eight years of data from Minnesota, the  
Gaussian model dominates the AADT data of up to 400 vehicles  
per day. It is also the best-fit model for the years assessed.  
The 2011, 2012, 2013, and 2015 models are all Gaussian, 

whereas 2009 and 2010 had the spherical model as the best. 
The 2014 and 2016 are associated with exponential and stable  
models, respectively. A mix of models is selected as the best 
for AADT up to 500, 1000, and 2000 vehicles per day for 
the period studied. A few models overestimated, and others  
underestimated the variability of the dataset. The output for 
AADT up to 400 for 2012, AADT up to 500 for 2011, AADT  
up to 1000 for 2011, and AADT up to 2000 for 2009 and 
2012 models underestimates the data variability. On the other  
hand, models for AADT up to 400 for 2009 and 2013, AADT 
up to 500 for 2009 and 2013, and AADT up to 2000 for  
2013, 2014, and 2015 overestimate the variability.

In Figure 5, the red dots represent each county’s population  
superimposed on the interpolated map generated. The bar  
charts are graphs generated from each county’s population  
data. The blue dots are county populations, and the red is  
highlighted for comparison. The model output shows a good  
correlation between the traffic patterns and the population in 
the figure. Therefore, there is enough evidence to conclude that  
high-traffic areas in Minnesota are associated with popula-
tion. Highly populated counties coincided with high traffic  
patterns. However, the population may not be the only factor 
significantly impacting traffic patterns. Hitherto decisions and  
policymakers may depend on the output, generate plans for 
future work, predict future traffic safety occurrences, etc. Opti-
mizing data collection locations for better coverage may be  
based on and completed appropriately from this output.

Table 4 shows the yearly best-predicted models for the state of 
Minnesota. The yearly best models result from AADT of up  
to 400, 500, and 2000 vehicles daily. All the model types are 
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Figure 4b. Measured (blue) and predicted (red) distribution graphs.
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represented. The results indicate that the data collection sites  
varied for each year explored. Only one year is best predicted 
with the spherical model from the eight years reviewed, the 
optimal model. The data counts varied from 527 to a high of  
2056.

The closeness of the root means square error, and the average 
standardized estimation error confirms the model predictions’  
accuracy. However, two models overestimate AADT data 
values, whereas one underestimates data variability. The  
overestimated model corresponds with the best models for 

2009 and 2013, while the underestimated corresponds to 
2012. The overestimation is from AADT up to 500 and 400 
from exponential and Gaussian models. The underestimation  
corresponds to AADT up to 2000 and the stable model. 
The least of the differences between the root mean square 
error and the average standardized estimation error and root  
mean square standardized error approximating one are used to  
determining the best predictive model.

The root mean square standardized errors and mean standard  
errors approximate one and zero for the models. The mean  

Figure 5. Annual average daily traffic (AADT) 400 (Spherical model, 2010).
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standard error and the root mean square standardized error fur-
ther demonstrate the accurateness of the models. The optimum  
model is the spherical model with AADT up to 400 for 2010. 
The least optimum model is 2013 at an AADT of up to 400  
and associated with the Gaussian model. Both models have a 
root mean square standardized error approximating one and  
a mean standardized error of approximately zero. The dif-
ferences between the root mean square error and the average  
standardized estimation error were 0.61 and 12.45, respec-
tively. The other errors were between the stated differences. The 
lowest average standardized estimation errors are consistent  
with the optimal model.

From Washington state, for the eight years studied utilizing  
AADT up to 400 vehicles per day, the exponential model best 
fits the years assessed. The best output for 2009, 2010, and  
2011 are associated with the exponential model. Whereas with 
2012 and 2014, the Gaussian is the best model for AADT  

up to 400. The years 2015 and 2016 are associated with the  
stable model. The 2013 best model for the AADT up to 400 is  
produced using the circular model. 

For AADT of up to 2000 vehicles per day, the eight years  
studied generated the stable model as the best-fit model. While  
for AADT of up to 500 and 1000 vehicles per day, the output 
for five of eight years modeled are stable models, and two years  
are associated with Gaussian. Furthermore, 2013 for AADT  
up to 500 and 2010 for AADT 1000 vehicles per day are asso-
ciated with spherical and circular models, respectively. The  
models are represented in Table 3 with their respective root 
mean square standardized error, mean standard error, root mean  
square error, and average standardized estimation error. The 
root means square standardized error at approximately one; the  
mean standardized error is approximately zero, and the com-
parison of root mean square error and average standardized  
estimation error. The output for AADT up to 400 vehicles per 

Table 3. Minnesota yearly best-predicted models based on cross-validation (root 
mean square error - RMS, mean square error - MS, root mean square standardized 
error -RMSS, average standardized estimation error - ASE).

Year / AADT / Best Model 
Type

Count Mean RMS MS RMSS ASE ASE-RMS

2009 /500/Exponential 527 -0.20 71.51 0.02 0.93 74.50 3.00

2010 /400/Spherical 961 -4.00 74.62 -0.03 1.03 74.01 0.61

2011 /400/Gaussian-Stable 1320 -0.35 84.85 -0.01 1.06 84.11 0.74

2012 /2000/Stable 686 6.97 356.55 -0.03 1.20 358.36 1.81

2013 /400/Gaussian 723 7.98 98.27 0.07 0.89 110.72 12.45

2014 /400/Exponential 1551 0.87 104.40 0.01 0.99 105.86 1.45

2015 /400/Gaussian-Stable 1555 4.02 107.26 0.04 0.99 108.45 1.19

2016 /500/Circular 2056 -1.93 126.77 -0.01 0.98 128.95 2.18

Table 4. Washington’s yearly best-predicted models based on cross-validation (root 
mean square error - RMS, mean square error - MS, root mean square standardized 
error - RMSS, average standardized estimation error - ASE).

Year / AADT / Best Model 
Type

Count Mean RMS MS RMSS ASE ASE-RMS

2009 /500/Gaussian 294 -5.44 122.66 -0.04 0.99 124.13 1.47

2010 /400/Exponential 315 9.53 107.11 0.09 0.98 108.70 1.59

2011 /400/Exponential 317 9.68 104.93 0.09 0.99 105.75 0.82

2012 /400/Gaussian 322 7.16 106.22 0.07 1.00 106.59 0.37

2013 /400/Circular 324 3.14 101.16 0.03 1.00 101.23 0.07

2014 /400/Gaussian 316 -0.62 102.53 -0.01 0.99 103.55 1.01

2015 /500/Stable 353 0.97 120.84 0.01 0.99 121.54 0.69

2016 /500/Stable 334 2.07 124.06 0.02 1.00 124.63 0.57
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day shows no overestimation or underestimation variability  
in the dataset. On the other hand, the AADT of up to 1000  
vehicles per day for 2010 and 2011 is appraised to overesti-
mate the dataset’s variability. Apart from 2009 for AADT up 
to 2000 vehicles per day, all models explored under AADT  
up to 2000 vehicles per day overestimate the data variability.

There were some correlations between the population and the 
traffic pattern. In such areas, the conclusion is that high traffic  
in Washington state relates to population density. Highly  
populated counties coincided with high traffic patterns as per 
output. However, in locations like the northwestern part of  
the state, the population density did not correlate well with the 
interpolation surface maps’ traffic intensity. The population  
data inversely correlated with traffic patterns. This observation  
may be attributed to the number of vehicles transiting to  
Canada or other parts of the United States. In addition, the sit-
ing of recreation and sightseeing or tourism sites may have con-
tributed to the highs in traffic volume when the data collection  
is completed.

Therefore, the county’s population may not be the only fac-
tor impacting traffic patterns. Nevertheless, the interpolation  
surface maps generated can be used as a baseline for deter-
mining the factors impacting traffic patterns. In addition, as a  
result of the findings, the decision and policymakers can  
develop plans for future work. For example, data collection 
points optimization can be selected from the interpolation sur-
face maps produced to cover better all the sites needed for  
decision making.

The Washington State’s yearly best predictive models are 
shown in Table 4. All of the annual best models resulted from  

AADT up to 400 and 500 vehicles per day. Four out of the 
five evaluated models are represented in Table 4. Three of the  
eight years reviewed were associated with the Gaussian model. 
Two years were each associated with the stable and expo-
nential models, while the circular model is associated with  
one year. The circular model turns out to be the optimum  
model. The count varies from a low of 294 to a high of  
353. The closeness of root means square error and average 
standardized estimation error revealed the models’ accuracy.  
None of the models overestimated or underestimated data  
variability. 

The resulting differences between the root mean square error  
and the average standardized estimation error are used to deter-
mine the best predictive model and the optimum model for  
the years reviewed. The root means square standardized errors 
and mean standard errors approximating one and zero for  
each model are considered. The mean standard and root mean 
square standardized errors further reveal the models’ accu-
racy. The optimum model is the circular model for AADT 
of up to 400 vehicles per day for 2013. In contrast, the least  
optimum model is associated with the year 2010 at an AADT 
of up to 400 vehicles per day and is the exponential model.  
The optimum and least optimum models have a root mean 
square standardized error of one and 0.98, respectively, and a  
mean standardized error of approximately zero. The differ-
ence between the root mean square and average standardized  
estimation errors was 0.07 and 1.59, respectively. All of the 
other models are between the stated differences. The lowest  
average standardized estimation error is consistent with the 
optimal model. Figure 6a and Figure 6b show the plots of the  
optimum predictors with respect to the cross-validation anal-
ysis. The red lines in Figure 6b are predicted, whereas the  

Figure 6a. A graph of the difference between the root mean square error and the average standardized estimation error (root 
mean square error - RMS, average standardized estimation error - ASE).
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Figure 6b. Measured (blue) and predicted (red) distribution graphs.
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blue lines correspond to the actual measured data. The  
difference is depicted in the shapes of the various graphs.

Conclusion
The presence of spatial variability in data is studied using  
geostatistical modeling. As a result, this study adopts the 
cokriging multivariate approach to determine the relationship  
between countywide population and the traffic density experi-
enced on roadways classified as low volume or local roads in 
these three states: Montana, Minnesota, and Washington. The  
data used are the AADT datasets and the population data 
from the three states from 2009 to 2016. The geostatistical 
modeling technique cokriging, which has been successfully  
explored in other scientific studies, is used in this research. 
In addition, spatial interpolation surface maps of the AADT  
datasets are generated.

The resulting cross-validation of the various models explored 
under the cokriging tool is evaluated to determine the different  
models’ performance and select the best-fit model. The evalu-
ation is completed using the least differences between root 
mean square error and average standardized estimation error;  
the root mean square standardized error is approximately one, 
and the mean standardized error is approximately zero. The  
optimum of the best-fit models is also generated using the 
same process. The explored models are circular, exponential,  
gaussian, spherical, and stable. The optimal models are 
selected based on the same criteria. The models adequately pre-
dict the various AADT datasets based on these assumptions,  
which provides confidence to the model outputs.

The Montana interpolation models correlated well with popu-
lation density per the analysis and conventions. Similarly,  
Minnesota’s results show a good correlation between traffic  
patterns and population density. However, unlike Montana  
and Minnesota, the Washington models generating the inter-
polation surface maps for the traffic patterns did not directly 
relate to population density at every location or county. For  
some reason, some areas of the interpolation are inversely  
correlated. Nevertheless, the population densities were in 
this study considered a universal factor that impacts traffic  
patterns. In addition, other factors, such as tourism, mountains  

(topographic features), recreation, and shopping center loca-
tions, may affect the density of traffic distribution on certain  
roads or in some sections of the state of Washington.

Also, travelers transiting through Washington state to reach  
neighboring states and Canada, who are not necessarily resi-
dents of the state, may have created high-volume predictions  
in parts of the state, especially to the northwest. The model 
analysis shows that model predictions are reliable enough to  
be used by state transportation engineers and administrators 
to make meaningful decisions for current and future devel-
opments. Also, the administrators may rely on these models  
to reduce data collection and planning costs. The models are 
verifiable at similar prevailing conditions; therefore, additional  
studies utilizing cokriging and other factors besides population  
may help tune and compare conclusions.
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selection of measurement sites is a critical component in kriging. 
 

○

AADT is defined for one road section. Do the authors use detector locations as 
measurement sites? 
 

○

State highways (or main traffic arterials) are visible from the 2000 AADT heatmaps. I.e., 
there are higher traffic volumes along these highways. The authors should elaborate on 
this. 
 

○

Eq. 4.: "Variance as" should be outside the equation environment. 
 

○

Have the authors considered using ordinary kriging only on the traffic data as a benchmark? 
How much does introducing population census improve the prediction accuracy? 
 

○

Geographical distance of the sites might not accurately reflect the traffic on low-traffic 
roads. For example, the traffic of a busy highway correlates weakly with a nearby minor 
street. Using different distance metrics3,4) might yield better estimates.

○
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Moderate revisions are required:
The Abstract must be improved to reflect the following structure, especially the methods 
and procedure part:

1. 

Objectives/Scope: Please list the objectives and/or scope of your paper. 
 

○

Methods, Procedures, Process: Briefly explain your overall approach, including your 
methods, procedures and process. 
 

○

Results, Observations, Conclusions: Please describe the results, observations and 
conclusions of the proposed paper. 
 

○

Novel/Additive Information: Please explain how your paper will present novel (new) or 
additive information to the existing body of literature that can be of benefit 
to and/or add to the state of knowledge in the petroleum industry. 
 

○

The literature review section should be included in the Introduction Section. 
 

○

There is a lack of literature review about other conventional geostatistical algorithms for 
petrophysical property modeling, such as Collocated Cokriging, universal kriging, and 
bayesian kriging. Therefore, the literature review should be improved by adding one more 
paragraph to review these methods. The following references are necessary to cover the 
aforementioned kriging approaches:

○

Al-Mudhafar, W. J. (2018). Bayesian Kriging for Reproducing Reservoir Heterogeneity in a Tidal 
Depositional Environment of a Sandstone Formation: A Case Study. Journal of Applied Geophysics. 
https://doi.org/10.1016/j.jappgeo.2018.11.0071 
 
Doyen, P.M., L.D. Den Boer, and W.R. Pillet. (1996). Seismic Porosity Mapping in the Ekofisk Field 
Using a New Form of Collocated Cokriging. SPE-36498-MS paper presented at the SPE Annual 
Technical Conference and Exhibition, Denver, Colorado2.  
 
Journel, A. G. and F. G. Alabert. (1990). New method for reservoir mapping. Journal of Petroleum 
technology, 42(02), 212-2183. 
 
Al-Mudhafar, W. J. (2021). Geostatistical Simulation of Facies and Petrophysical Properties for 
Heterogeneity Modeling in A Tidal Depositional Environment: A Case Study From Upper Shale 
Member in A Southern Iraqi Oil Field. URTeC: 5551, the Unconventional Resources Technology 
Conference, Houston, TX4. 
 
Journel, A.G., 1990. Geostatistics for Reservoir Characterization. SPE Annual Technical Conference 
and Exhibition, New Orleans, Louisiana https://doi.org/10.2118/207505 
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Xu, W., T.T. Tran, R.M. Srivastava, and A.G. Journel. (1992). Integrating Seismic Data in Reservoir 
Modeling: The Collocated Cokriging Alternative. SPE-24742-MS presented at the SPE Annual 
Technical Conference and Exhibition, Washington, DC6. 
 
Alabert FG, Massonnat GJ (1990) Heterogeneity in a complex turbiditic reservoir: stochastic 
modelling of facies and petrophysical variability. SPE-20604-MS paper presented at the SPE Annual 
Technical Conference and Exhibition, New Orleans, Louisiana7.

The authors should provide in the last paragraph of the Introduction Section the conducted 
workflow, its strengths, advantages, and how it is different from previous approaches. 
 

○

A full description of the Variogram Analysis should be provided in the Methodology section. 
The following references may be useful:

○

Gringarten, E. and C. V. Deutsch. (1999). Methodology for variogram interpretation and modeling 
for improved reservoir characterization. In SPE annual technical conference (pp. 355-367)8. 

Also, the cross-validation description should be added in the Methodology section. You may 
refer to the following paper that describes the types of cross-validation techniques:

○

Wang, G., Ju, Y., Carr, T. R., Li, C., & Cheng, G. (2014). Application of Artificial Intelligence on Black 
Shale Lithofacies Prediction in Marcellus Shale, Appalachian Basin. Unconventional Resources 
Technology Conference. doi:10.15530/URTEC-2014-19350219. 
 
Al-Mudhafar, W. J. (2016). Incorporation of Bootstrapping and Cross-Validation for Efficient 
Multivariate Facies and Petrophysical Modeling. Society of Petroleum Engineers. 
doi:10.2118/180277-MS10. 
 
Pirrone, M., Battigelli, A., & Ruvo, L. (2014). Lithofacies Classification of Thin Layered Turbidite 
Reservoirs Through the Integration of Core Data and Dielectric Dispersion Log Measurements. 
Society of Petroleum Engineers. doi:10.2118/170748-MS11.

Again, the variograms should be constructed and fitted prior to conducting the kriging 
interpolation. You provided the spatial maps then you showed the variogram fitting. The 
disorder should be addressed. 
 

○

The conclusions should be revised considering the raised points. 
 

○

References should be improved including the suggested references above.○
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