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Abstract

Purpose – Companies are increasingly benefiting from artificial intelligence (AI) applications in various

domains, but also facing its negative impacts. The challenge lies in the lack of clear governance

mechanisms for AI. While documentation is a key governance tool, standard software engineering

practices are inadequate for AI. Practitioners are unsure about how to document AI, raising questions

about the effectiveness of current documentation guidelines. This review examines whether AI

documentation guidelines meet regulatory and industry needs for AI applications and suggests

directions for future research.

Design/methodology/approach – A structured literature review was conducted. In total, 38 papers

from top journals and conferences in the fields of medicine and information systems as well as journals

focused on fair, accountable and transparent AI were reviewed.

Findings – This literature review contributes to the literature by investigating the extent to which current

documentation guidelines can meet the documentation requirements for AI applications from regulatory

bodies and industry practitioners and by presenting avenues for future research. This paper finds

contemporary documentation guidelines inadequate in meeting regulators’ and professionals’’
expectations. This paper concludes with three recommended avenues for future research.

Originality/value – This paper benefits from the insights from comprehensive and up-to-date sources on

the documentation of AI applications.
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1. Introduction

In recent years, artificial intelligence (AI) has had a notable impact on corporations and

society. Currently, AI is not only increasing revenue and efficiency (Alfaro et al., 2019) but

also assisting in the realm of justice (Dressel and Farid, 2018), human resources (HR)

(Kupfer et al., 2023), and numerous other domains. However, AI’s downsides have recently

become public. For instance, AI biases may lead to discrimination against minority groups

(Heinrichs, 2022) and have far-reaching implications for society (Makridakis, 2017).

Challenges relating to addressing these issues through governance lead to barriers in the

adoption of AI in practice.

Effective information technology (IT) governance relies on transparency (Winter and

Davidson, 2019). In software engineering, transparency is promoted through

documentation (ISO, 2019; Simonsson et al., 2010). This also applies to AI. For AI

governance, documentation can reduce errors, making AI documentation a vital

governance tool (Collins et al., 2015; Kapoor and Narayanan, 2022).

However, despite advancements in explainable AI (XAI) (Gashi et al., 2022), there remains

a significant gap in research concerning AI documentation for effective supervision.

Notably, existing guidelines from software engineering principles do not adequately cater to

the needs of AI auditors (Appelbaum et al., 2017) and despite the presence of clear
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requirements for AI documentation (European Parliament, 2024; Königstorfer and

Thalmann, 2021), studies find that industry experts are uncertain about how to comply with

these requirements, viewing it as a major impediment to adopting AI (Königstorfer and

Thalmann, 2021, 2022). This shows that there is a pressing need for more comprehensive

AI documentation that serves practitioners (European Parliament, 2024; Königstorfer and

Thalmann, 2021). Consequently, there remains a risk that AI applications lack sufficient

documentation, potentially leading to insufficient governance. As a result, it is crucial to

assess whether the current methodologies and instruments for AI documentation are

adequate to meet the requirements for AI documentation. To shed light on the capabilities,

limitations and future research directions of current AI documentation methods, a structured

literature review according to Webster and Watson (2002) will be presented in this paper.

The research question is:

RQ1. What methods are available for documenting AI applications? What are the

limitations and challenges associatedwith thesemethods?

2. Background

In the Past years, AI, especially its powerful subfield machine learning (ML), has seen

increased predictive power due to more data and cheaper processing (Sun et al., 2017),

aiding in the justice system (Dressel and Farid, 2018), HR (Kupfer et al., 2023) and many

other fields. However, AI’s negative aspects have become apparent. Biases in AI result in

discrimination against minorities (Heinrichs, 2022) and extensive changes to society as a

whole (Makridakis, 2017). In addition, many academic AI models, including peer-reviewed

ones, have flaws, often hidden because of a lack of transparency (Gundersen and

Kjensmo, 2018; Kapoor and Narayanan, 2022).

This issue raises concerns for society (Sadek et al., 2024). The EU’s AI Act reflects these

societal concerns, proposing a risk-based approach to regulation where certain risky AI

applications are prohibited or strongly regulated (European Parliament, 2024). AI applications

with potential for surveillance, exploitation or manipulation, like social scoring, subliminal

manipulation, indiscriminate biometric identification in public spaces and exploiting

vulnerabilities, are banned due to their societal threats. Systems enabling (potentially

erroneous) denial of social and medical services, justice and employment, such as biometric

identification for social benefits, employment or criminal risk assessments, are allowed under

stringent conditions emphasizing documentation, data integrity, transparency and human

oversight. Thus, transparent and accountable AI design and robust governance are crucial to

align AI with business objectives, legal mandates and societal norms (Ndlovu and Kyobe,

2016; Sadek et al., 2024). However, literature on governance for AI is scarce (Winter and

Davidson, 2019). Literature suggest that a suitable documentation is crucial for the ethical,

transparent and responsible deployment of AI (Sadek et al., 2024).

Simultaneously, creating AI governance and AI-specific documentation guidelines is

challenging due to differences from traditional software, especially in ML. ML models derive

decision-making from training data with minimal developer instructions, leading to

dependency on data quality and preparation (Gebru et al., 2021). While this enhances

predictive capabilities, it also introduces biases and unpredictability (Ellul et al., 2021).

Also, documenting ML’s decision-making is difficult due to its “Black Box” nature,

particularly in advanced models (Gashi et al., 2022). This opacity hinders effective AI

governance and real-world integration (Königstorfer and Thalmann, 2021). Hence,

traditional software documentation methods, like source code, are less relevant for ML

(Garousi et al., 2015). To enhance the readability of this paper, “AI” refers to models with

these characteristics and challenges.

In software engineering, documentation records architectural decisions for stakeholders

(Clements et al., 2011). This contrasts with XAI, which aims to explain AI’s decisions (Gashi
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et al., 2022). Effective documentation mitigates errors in AI creation and represents a

potential governance tool by capturing the decisions made during the development and the

deployment of the AI (Collins et al., 2015; Winter and Davidson, 2019). Inadequate

documentation results in transparency gaps, impeding accountability and ethical AI usage,

because opacity complicates identifying harm and attributing responsibility (Wachter and

Mittelstadt, 2019). Consequently, regulators and practitioners place high demands on AI

documentation. First, because training data significantly influences AI models (Gebru et al.,

2021) and errors often occur during data preparation (Kapoor and Narayanan, 2022),

documenting the training data and the data preparation processes is crucial for effective AI

governance. Second, AI documentation should record and explain development and

design phase decisions, including ML algorithms, feature engineering and model

parameters (European Parliament, 2024). This is essential due to the significant errors that

can arise from incorrect design decisions. Third, AI documentation should describe the

application domain, safety and security systems (European Parliament, 2024; Königstorfer

and Thalmann, 2021). It should also detail intended use cases, business process

integration and AI’s interaction with hardware and other software (European Parliament,

2024; Königstorfer and Thalmann, 2021). Documenting these aspects is vital for ensuring

user protection against potential AI errors. However, despite clear requirements for AI

documentation, industry professionals are uncertain about meeting them, seeing this as a

major barrier to AI adoption (Königstorfer and Thalmann, 2021, 2022). Therefore, it is crucial

to verify if current methods for AI documentation can adequately meet these requirements.

3. Method and procedure

To clarify how well existing AI documentation methods and tools can be used to enable the

governance of AI applications, a structured literature review, according to Webster and

Watson (2002) was conducted. The structured literature review consists of three steps:

1. identification of relevant literature;

2. structuring the review; and

3. theoretical development.

To identify suitable literature, a Scopus query targeted 22key conferences and journals,

including from the AIS Basket of Eight, major information systems conferences (European

Conference on Information Systems, Hawaii International Conference on System Sciences

and International Conference on Information Systems), medical journals (e.g. Nature) and

fair, accountable and transparent AI venues (e.g. Association for Computing Machinery

Conference on Fairness, Accountability and Transparency), for literature from January 2011

to December 2023. The focus was on IS and medical journals because they document

business applications and governance of AI systems better than CS publications and

similarly detail AI’s technical aspects like training data (Königstorfer et al., 2024).

Keywords for the Scopus query were chosen using Rowley and Slack’s (2004) building

block approach, focusing on 12 combinations – “documentation,” “reporting guideline,”

“reviewability,” “reproducibility,” “accountability” and “transparency” each paired with

“artificial intelligence” or “machine learning.” These terms are significant in AI research and

specific fields, like medical research where “reporting guidelines” detail AI solutions. Other

keywords like “safety” and “artificial intelligence” were tested but found irrelevant to AI

documentation (Rowley and Slack, 2004).

The Scopus query yielded 382 potential publications, and additional Google Scholar

queries found 173 more. Following Webster and Watson (2002), an abstract scan was

conducted. Specifically, all papers containing concrete methods for meeting at least one of

the requirements presented in the previous chapter were included. Papers not in English or
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inaccessible were excluded. This process selected 31 papers and a forward-backward

scan added seven more, totaling 38 reviewed papers.

A concept-centric approach structured the review, using Webster and Watson’s (2002)

concept matrix. This matrix focuses analysis on relevant concepts rather than authors. A

qualitative content analysis, per Patton (2014), extracted data patterns, refined through

repeated analysis. Table 1 presents the review dimensions (Patton, 2014).

4. Results

The AI documentation requirements form the basis of this section. Each subsection outlines

methods to document requirements and paper limitations. Figure 1 illustrates the section’s

structure.

4.1 Documenting the training data

The literature offers various tools and methods for documenting the training data.

4.1.1 Composition and size of the data set. First, literature describes tools and methods for

documenting data set size and composition. Guidelines help researchers with providing

this information via summary statistics and visualizations (Gebru et al., 2021; Gundersen

et al., 2018; Holland et al., 2018; Isdahl and Gundersen, 2019; Mitchell et al., 2019; Mora-

Cantallops et al., 2021; Rostamzadeh et al., 2022; Schelter et al., 2017). In addition,

Figure 1 Structure of the results

Table 1 Dimensions for the review

Dimension Question that is answered

Requirement that is addressed Which one of the requirements is addressed?

Documentation method used How does the paper document the AI? Through a guideline or

an automated software tool?

Challenges and limitations of the

documentation method

What challenges or limitations are discussed in the paper?

Source: Created by the author
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documenting unbiasedness concerning protected attributes and testing for biases and

fairness is enabled (Arnold et al., 2019; Gebru et al., 2021).

Software significantly simplifies creating and documenting training data set composition

and size. Tools for computing and recording summary statistics and metadata are available

(Alberti et al., 2019; Gundersen et al., 2018; Holland et al., 2018; Isdahl and Gundersen,

2019; Schelter et al., 2017; Wibisono et al., 2014), along with visualization tools (Beg et al.,

2021; Souza et al., 2019).

However, documenting unstructured data like audio, images or text is more complex. Few

guidelines exist for data such as images (Miceli et al., 2021), text (Bender and Friedman,

2018) and speech/audio (Papakyriakopoulos et al., 2023; Srinivasan et al., 2021). While

some guidelines detail data set content (Papakyriakopoulos et al., 2023; Srinivasan et al.,

2021), documentation often relies on metadata, focusing on demographics and data set

variety (Bender and Friedman, 2018; Miceli et al., 2021; Papakyriakopoulos et al., 2023;

Srinivasan et al., 2021).

4.1.2 Data selection, version and collection. Second, the reviewed publications enable the

documentation of information on the data selection, data version and data collection of the

training data. Guidelines and checklists from different fields empower researchers to track

data collection and selection rationale (Artrith et al., 2021; Bender and Friedman, 2018;

Hutchinson et al., 2021; Isdahl and Gundersen, 2019; Rostamzadeh et al., 2022; Rule et al.,

2019; Vasey et al., 2022; Walsh et al., 2021). Documentation guidelines also offer methods

for recording how and when data was collected (Artrith et al., 2021; Gebru et al., 2021;

Hutchinson et al., 2021; Norgeot et al., 2020; Srinivasan et al., 2021). In the collection of

unstructured data such as images or audio data, special attention needs to be paid to the

documentation of the exact tools and mechanisms used for the collection of the data

(Papakyriakopoulos et al., 2023; Srinivasan et al., 2021), since different tools may introduce

different errors or biases into the data set. Legal aspects such as questions relating to the

legality of collecting personal data and ownership rights to images and music can also be

documented using existing guidelines (Artrith et al., 2021; Gebru et al., 2021; Hutchinson

et al., 2021; Norgeot et al., 2020; Srinivasan et al., 2021). Ethical considerations during data

collection can also be documented (Gebru et al., 2021; Mohammad, 2021). Guidelines

have also been proposed for documenting crowd-sourced or crowd-annotated data (Diaz

et al., 2022). Various guides provide methods for recording the motivation and intended use

of data sets (Gebru et al., 2021; Mitchell et al., 2019; Papakyriakopoulos et al., 2023;

Srinivasan et al., 2021), and if the data set is representative and suitable for specific use

cases (Cobbe et al., 2021; Holland et al., 2018; Hutchinson et al., 2021; Norgeot et al.,

2020; Papakyriakopoulos et al., 2023; Rostamzadeh et al., 2022).

As data sets evolve, it is vital to document the data version used in AI training as well as

whether and by whom the data set was maintained since a previous version of the data set

was released (Artrith et al., 2021; Holland et al., 2018; Papakyriakopoulos et al., 2023;

Srinivasan et al., 2021; Stodden and Miguez, 2013). Also, guidelines exist for making the

decommission of data sets transparent (Luccioni et al., 2022). Software tools can help with

automating the documentation of data sources and storage locations (Holland et al., 2018;

Souza et al., 2019), streamlining the documentation process and conserving researchers’

time and effort.

4.1.3 Data preparation and distribution. Thirdly, there are established methods for

documenting data cleaning, labeling procedures, feature generation and other methods for

preparing and maintaining data sets. These methods include checklists, guidelines and

specific software (Artrith et al., 2021; Cobbe et al., 2021; Gebru et al., 2021; Mitchell et al.,

2019; Norgeot et al., 2020; Vartak et al., 2016; Vasey et al., 2022; Walsh et al., 2021). A lot of

emphasis is given to the documentation of the data labeling (Diaz et al., 2022; Gebru et al.,

2021; Papakyriakopoulos et al., 2023), the calculation and selection of features (Arnold

et al., 2019; Cobbe et al., 2021; Mitchell et al., 2019) and the correction of unwanted biases
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or errors in the data set (Arnold et al., 2019; Papakyriakopoulos et al., 2023). Particular

attention needs to be paid to the documentation of the data preparation of unstructured

data such as audio or images (Miceli et al., 2021; Papakyriakopoulos et al., 2023; Srinivasan

et al., 2021) because unstructured data sets may contain data-type specific errors such as

background noise or blurs. In addition, attention is paid to the documentation of any other

data cleaning steps (Arnold et al., 2019; Artrith et al., 2021; Cobbe et al., 2021; Mitchell

et al., 2019).

Another relevant topic is the question of whether and how the training data will be

distributed and shared with other researchers and companies. Some guidelines only ask

developers to document information on whether and to whom data will be distributed need

to be answered (Gebru et al., 2021; Papakyriakopoulos et al., 2023; Srinivasan et al., 2021)

and emphasize that some copyrighted material may only be held privately or published

under a restrictive license (Papakyriakopoulos et al., 2023; Srinivasan et al., 2021), whereas

other publications actively advocate for and enable the sharing of training data under an

open license (Gundersen et al., 2018; Heil et al., 2021; Rule et al., 2019; Stodden and

Miguez, 2013; Walsh et al., 2021). Another interesting aspect in the context of computer

generated data that can and should be documented is the question of whether generated

data (i.e. music, text and images) will be distributed under the protection of strict intellectual

property restrictions or under lesser protection (Srinivasan et al., 2021).

4.1.4 Limitations. Despite numerous papers on data documentation methods, several

challenges persist. Researchers cite data distribution restrictions like privacy and

intellectual property laws as barriers (Heil et al., 2021; Norgeot et al., 2020; Stodden and

Miguez, 2013). Solutions include using synthetic training data (Holland et al., 2018;

Srinivasan et al., 2021) or obtaining data distribution consent (Gebru et al., 2021).

Noncommunication about private data sets’ depreciation also poses a challenge (Luccioni

et al., 2022), impacting developers’ adaptation needs. Extracting information from legacy

systems for automatic documentation is also considered difficult (Schelter et al., 2017).

Ethical decisions cannot rely solely on documentation, human judgment is essential

(Papakyriakopoulos et al., 2023). Many guidelines, developed by researchers, offer limited

practical support for AI developers (Srinivasan et al., 2021). Not all guidelines are

standalone; some are extensions, requiring complementary use (Papakyriakopoulos et al.,

2023; Srinivasan et al., 2021). Finally, evolving definitions of inappropriate bias necessitate

regular AI and documentation updates for different groups (Schramowski et al., 2022).

4.2 Documentation of the application domain

At the same time, the literature also introduces methods for documenting the AI’s

application domain.

4.2.1 Introduction of the use case and integration of the artificial intelligence into the

business process. The literature presents several methods to document the use case in

which the AI application is used and how the AI application is integrated into the institution’s

processes. The questions that are being asked fall into one of four categories. First, multiple

guidelines and checklists include specific questions on the use case in which the AI will be

deployed and to justify the use of an AI in this context (Cobbe et al., 2021; Liu et al., 2020;

Miceli et al., 2021; Norgeot et al., 2020; Rivera et al., 2020). In medical studies, for instance,

such a description would coincide with the description of the overall study design and

justification for the study (Norgeot et al., 2020; Rivera et al., 2020). Second, the

documentation of the objective of the AI application is to be documented in several

guidelines. This is often done through a research question, business requirements or

hypotheses (Cobbe et al., 2021; Gundersen et al., 2018; Isdahl and Gundersen, 2019; Liu

et al., 2020; Rivera et al., 2020). Third, researchers support the documentation of the

actions that are being taken based on predictions of the AI and whether these actions can

be overruled or skipped by a human employee (Cobbe et al., 2021; Liu et al., 2020;

j DIGITAL POLICY, REGULATION AND GOVERNANCE j



Rivera et al., 2020; Vasey et al., 2022). Fourth, several guidelines enable researchers and

developers to document the interaction between users and the AI and specify the preferred

characteristics of the intended user (Liu et al., 2020; Mitchell et al., 2019; Rivera et al., 2020;

Vasey et al., 2022).

4.2.2 Evaluation of artificial intelligence’s performance in terms of the business metrics. In

addition to methods for documenting information on the use case, methods for

documenting the performance of the AI in terms of relevant business metrics exist. The

translation of the AI performance to relevant business metrics differs from the technical

evaluation of the AI performance in the sense that it focusses primarily on the business

impact of the predictions of the AI. Researchers are empowered to document instructions

on how the predictions made by the AI should be translated into use case specific metrics

and instructions (Norgeot et al., 2020) and to evaluate how well the AI does in terms of the

metrics of the use case (Vasey et al., 2022). In addition, researchers and AI developers are

given instructions on how to document methods for detecting and mitigating physical harm

and ethical risks of the AI application (Cobbe et al., 2021; Mohammad, 2021; Rivera et al.,

2020; Vasey et al., 2022), whereas other guidelines only show researchers and developers

how to document potential damage of the AI (Liu et al., 2020; Mitchell et al., 2019).

4.2.3 Computational environment and dependencies. Several documentation methods

have been proposed to ensure that the computational environment can be documented.

First, guidelines and checklists can be used to document the software tools, libraries and

the hardware resources that went into the training, operation and maintenance of the AI

application (Cobbe et al., 2021; Dodge et al., 2019; Heil et al., 2021; Rule et al., 2019;

Stodden and Miguez, 2013). For this purpose, tools for the automatic documentation of the

software and hardware environment exist as well (Isdahl and Gundersen, 2019). Second,

guidelines suggest that researchers document the version of the AI used in the specific use

case (Rivera et al., 2020; Rule et al., 2019; Stodden and Miguez, 2013). Together, the

documentation of the computational environment and the dependencies can simplify

tracing errors made by the AI.

4.2.4 Limitations. Researchers identify several challenges in documenting AI application

domains. First, current methods often overlook documenting AI applications’ usability and

actual usage, risking unintended user application (Arnold et al., 2019; Isdahl

and Gundersen, 2019). Second, technical challenges in AI application creation and

maintenance make documentation complex. AI engineers may prioritize integration with IT

systems over integration with business processes (Isdahl and Gundersen, 2019). Third,

using external software components demands separate documentation for reproducibility

and fairness (Arnold et al., 2019; Heil et al., 2021), and computational requirements may

impede reproducibility (Heil et al., 2021).

4.3 Documenting the design decisions made during artificial intelligence
development

Finally, literature encompassing guidelines, checklists and software for documenting design

decisions in AI development exists.

4.3.1 Parameters, algorithm and rationale behind design decisions. First, methods for

documenting the algorithm, parameters and optimization procedures have been found.

Several guidelines ask researchers and data scientists to document the model type,

algorithms, parameters, features and the parameter tuning process (Dodge et al., 2019;

Isdahl and Gundersen, 2019; Mitchell et al., 2019; Rule et al., 2019; Vasey et al., 2022;

Walsh et al., 2021). Additionally, methods for preventing biases in the decisions of the AI

can be documented (Arnold et al., 2019; Cobbe et al., 2021; Mitchell et al., 2019; Walsh

et al., 2021). In addition, papers acknowledge that AI applications are maintained and

changed and state that the version can be documented using the version number of the AI
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(Alberti et al., 2018; Alberti et al., 2019; Mitchell et al., 2019) or by making the code used for

training the AI publicly accessible (Heil et al., 2021; Stodden and Miguez, 2013; Walsh

et al., 2021; Wibisono et al., 2014). Additionally, software tools for automatically

documenting the chosen parameters and decisions of the researchers and a discussion of

possible alternate workflows have been proposed (Alberti et al., 2019; Beg et al., 2021;

Mora-Cantallops et al., 2021; Schelter et al., 2017; Wang et al., 2021).

4.3.2 Intended use and technical performance evaluation. Second, the indented use case

and the technical performance of the AI model can be documented. Documentation can

include the AI model’s purpose, intended and out-of-scope use cases and use-case-

specific checklists and general guidelines (Arnold et al., 2019; Cobbe et al., 2021; Crisan

et al., 2022; Mitchell et al., 2019). Many researchers support the documentation and

justification of optimization, test metrics and technical performance results (Crisan et al.,

2022; Liu et al., 2020; Norgeot et al., 2020; Rule et al., 2019; Vasey et al., 2022; Walsh et al.,

2021). Guidelines often support the comparison of AI performance to state-of-the-art

models and documenting model robustness concerning parameter changes (Artrith et al.,

2021; Norgeot et al., 2020; Walsh et al., 2021). Publications pave the way for detailing data

set splitting methods, distribution and interdependencies among train, test and validation

sets, and saving data set copies (Arnold et al., 2019; Artrith et al., 2021; Dodge et al., 2019;

Norgeot et al., 2020; Walsh et al., 2021). In addition, visualizations of metrics and data set

histories can be created and documented using available tools (Souza et al., 2019; Vartak

et al., 2016).

4.3.3 Limitations. While numerous design decisions in AI application development can be

documented, a hurdle persists. Researchers are concerned about exposing business-

sensitive information and potentially violating intellectual property law (Norgeot et al., 2020;

Stodden and Miguez, 2013). They contend that these factors may restrict scientists and

developers from disclosing certain design aspects in the documentation.

5. Discussion

While the paper offers substantial theoretical and practical insights, a comparison of AI

documentation approaches with requirements exposes key challenges.

5.1 Creation of documentation guidelines that satisfy all documentation
requirements

First, the analysis shows a gap between existing AI documentation practices and regulatory

and industry requirements. Current methods often focus on specific requirements areas,

like training data (Gebru et al., 2021) or model development (Mitchell et al., 2019), or are

limited to certain industries or research areas (Liu et al., 2020; Rivera et al., 2020).

Researchers suggest that multiple guidelines need merging to adequately document even

a single requirement (Papakyriakopoulos et al., 2023; Srinivasan et al., 2021). There is

ambiguity on how to effectively combine these guidelines for auditor and regulator

satisfaction. This fragmented approach may not fully meet the complex documentation

needs, particularly in regulated environments and for AI applications with a high risk to

society.

Another key challenge in AI documentation is the lack of focus on documenting governance

and risk mitigation processes for user safety and security. Only a few studies emphasize

documenting error detection, harm mitigation (Mitchell et al., 2019; Mohammad, 2021;

Rivera et al., 2020; Vasey et al., 2022) or quality assurance (Cobbe et al., 2021). This is a

significant challenge, since Bernstein et al. (2023) highlight AI’s potential to mislead medical

professionals, exemplifying AI’s ability to trick trained professionals and to cause harm.

Also, proper documentation of safety and risk management systems is vital for meeting

regulatory and practitioner requirements (European Parliament, 2024; Königstorfer and
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Thalmann, 2021; Krumay et al., 2020). Research should assess if current guidelines for

documenting safety, security and governance processes are sufficient to meet these

regulatory and practitioner requirements.

Additionally, existing documentation approaches primarily cater to researchers, with none

evaluated by governance experts or auditors, leaving companies and AI developers with

inadequate guidance. This is crucial, as AI pose different challenges in practice than in

laboratories (Hutchinson et al., 2021; Miceli et al., 2020). As a result, some risk factors

associated with the AI may remain untransparent and could get overlooked, posing a

significant risk to users and society as a whole.

5.2 Dealing with the evolving nature of artificial intelligence

Second, addressing new AI developments, like fine-tuning public pretrained models

(Qinghua Lu et al., 2023) for personalized applications, presents challenges. Pretrained

models often lack thorough documentation, leading to development errors remaining

unnoticed. Even peer-reviewed AI model papers often have critical flaws due to issues like

improper feature selection or inadequate data cleaning (Kapoor and Narayanan, 2022). For

instance, Northcutt et al. (2021) identified issues like inaccurate labels and duplicates in

benchmark data sets, impacting results. Despite efforts to rectify label inaccuracies in

ImageNet, ResNet-18 outperformed ResNet-50, contrary to published findings (Northcutt

et al., 2021). For many pretrained models, it is unclear whether these errors have been

corrected. As a result, doubts persist about whether adequately documenting AI

applications using pretrained models is feasible. This underscores the need for more

research on documenting such AI applications and ensuring their governance, not just in

research but also for other publicly available pretrained models.

In addition, the documentation of AI models that are frequently retrained has not been

adequately addressed. Such models are regularly updated with new data (Zhu and

Klabjan, 2021), making a static documentation inadequate due to constant changes in

training data and model performance. Yet, current guidelines do not cover how to

document these models and their retraining procedures. This gap highlights the need for

more research on documenting frequently retrained AI models and their specific retraining

processes.

Addressing the documentation of generative AI models, like large language models (LLMs),

is also a notable challenge. Generative AI’s ability to create content such as images and

text makes it significantly different from traditional supervised or unsupervised AI models

(AlDahoul et al., 2023; Kirelli, 2023; Russell and Norvig, 2010). The distinct nature of tasks

addressed by generative AI may require a different approach to documentation,

underscoring the need for further research in documenting these advancements in AI.

5.3 Automatic documentation of artificial intelligence

Third, the use of automated tools for AI documentation offers new opportunities and

challenges. Researchers and AI developers can now use software to automatically

document training data and design decisions (Alberti et al., 2019; Beg et al., 2021; Mora-

Cantallops et al., 2021; Schelter et al., 2017; Wang et al., 2021). In addition, LLMs have

shown success in describing and contextualizing code with minimal input (Sarsa et al.,

2022). This is promising for several reasons. First, automation can save significant time,

leading to monetary savings (Ashurst et al., 2022; Vasey et al., 2022; Wang et al., 2021).

Wang et al. (2021) discovered that their solution could fully automate 45% of documentation

tasks while suggesting that for an additional 41% of tasks, only minor adjustments needed

to be made, significantly cutting down on employee time required for AI application

documentation. This could save companies a significant amount of money. Second, with

companies deploying multiple, frequently retraining AI models (Kashyap et al., 2021),
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automation can make frequent documentation of these changes possible. This allows

companies to enhance AI quality continuously, while meeting regulatory and social

standards, thereby potentially gaining a competitive edge. Third, automated documentation

can assist AI engineers in integrating AI applications into business processes, often

neglected until late in the development process (Isdahl and Gundersen, 2019). Fourth,

automated tools can improve the transparency and reproducibility of AI research.

Researchers could make their work more transparent, and developers might document

previously undocumented models, aiding error detection.

However, an evaluation of the effectiveness of automated documentation tools in practice is

lacking, indicating a need for further investigation into their potential and limitations. While

some tools report time savings in a lab setting (Wang et al., 2021), it is uncertain if these

translate into real cost savings or adaptability to changing requirements. In addition,

deploying high-quality LLMs can be costly (Aryan et al., 2023), potentially offsetting the

benefits of saving time. Furthermore, LLMs often produce inaccurate or fabricated

responses (Shi et al., 2023; Zhang et al., 2023), leading to potentially incorrect

documentation. Convincing, yet erroneous AI predictions can mislead professionals, even

against their correct intuition (Bernstein et al., 2023), meaning that a detailed review of the

created documentation may still be necessary. Researchers need to investigate how to

ensure that the resulting documentation is correct, and create guidelines for when and how

LLMs can and should be used for the documentation of AI applications. Also, this paper

emphasizes the need to examine the time and cost benefits of automatic documentation

tools.

6. Conclusion

This paper has explored the landscape of AI documentation, highlighting its critical role in

the governance, efficacy and ethical deployment of AI applications. A literature review

identified diverse methods and tools for documenting AI aspects, from training data to

application domains. These findings highlight AI documentation’s complexity and the

challenges in developing comprehensive and transparent practices.

First, the paper identifies a notable gap between existing AI documentation practices and

regulatory and industry requirements. Current methods are often specific to certain AI

development aspects or industries, leading to a fragmented approach insufficient for

complex, regulated environments. It highlights the need for comprehensive documentation

guidelines covering all AI aspects, including safety, security, governance and societal

impact.

Second, the findings emphasize the evolving AI landscape, including pretrained models,

frequent retraining and generative models like LLMs. The rapid progress in AI introduces

unique documentation challenges, with these technologies transcending traditional limits

and adding new risks and governance complexities. The paper advocates for more

research on effectively documenting these advanced AI models, given their significant

impact on decision-making in critical areas.

Third, the paper explores automated AI documentation, like LLMs, revealing opportunities

for efficient, accurate documentation. While automation may reduce time and effort, it raises

concerns about documentation accuracy and reliability. The paper stresses the need to

validate automated documentation, balancing efficiency with the necessity for accuracy

and compliance.

In conclusion, this paper greatly enhances understanding of AI documentation, providing

an in-depth analysis of current practices and pinpointing future research directions. As AI

evolves and integrates into various sectors, robust, transparent and comprehensive

documentation is increasingly essential. This research lays the groundwork for effective
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documentation standards that align with regulatory needs and promote trust and

accountability in AI systems, guiding their responsible and ethical utilization.

The limitations of this paper include a limited scope of databases and journals consulted, as

well as a language and geographic bias that may exclude relevant studies published in

languages other than English or from diverse geographical regions. Also, the reliance on

existing literature without considering tools and methods from practice for AI documentation

is a limitation. In addition, the reliance on IS and medical literature can be seen as a

limitation. Furthermore, regulatory requirements may evolve, requiring a reevaluation of the

literature and additional research at a later date.
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