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Abstract

Purpose – Robotic process automation (RPA) has recently emerged as a technology focusing on the
automation of repetitive, frequent, voluminous and rule-based tasks. Despite a few practical examples that
document successful RPA deployments in organizations, evidence of its economic benefits has been mostly
anecdotal. The purpose of this paper is to present a step-by-step method to RPA investment appraisal and a
business case demonstrating how the steps can be applied to practice.
Design/methodology/approach – The methodology relies on design science research (DSR). The step-by-
step method is a design artefact that builds on the mapping of processes and modelling of the associated costs.
Due to the longitudinal nature of capital investments, modelling uses discounted cashflow and present value
methods. Empirical grounding characteristic to DSR is achieved by field testing the artefact.
Findings –The step-by-stepmethod is comprised of a preparatory step, threemodelling steps anda concluding step.
Themodelling consists of compounding the interest rate, discounting the investment costs and establishingmeasures
for comparison. These steps were applied to seven business processes to be automated by the case company, Estate
Blend. The decision to deploy RPAwas found to be trivial, not only based on the initial case data, but also based on
multiple sensitivity analyses that showed how resistant RPA investments are to changing circumstances.
Practical implications – By following the provided step-by-step method, executives and managers can
quantify the costs and benefits of RPA. The developed method enables any organization to directly compare
investment alternatives against each other and against the probable status quo where many tasks in
organizations are still carried out manually with little to no automation.
Originality/value –The paper addresses a growing new domain in the field of business processmanagement
by capitalizing on DSR and modelling-based approaches to RPA investment appraisal.
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1. Introduction
We live in a world saturated with digital technologies. There always seems to be a new
technological buzzword around the corner; big data, Internet of things, cloud computing,
artificial intelligence, machine learning, data mining, blockchain or robotic process
automation. In recent years, robotic process automation (RPA) has been generating
interest in businesses and academia alike. RPA belongs to a family of intelligent automation
(IA) technologies designed to automate business processes from the simplest rule-based tasks
to increasingly adaptive judgment-based decisions that augment human intellectual
capabilities (Viehhauser, 2020; Ng et al., 2021). Alongside other IA technologies, RPA has
the potential to increase agility in business process management by initiating rapid business
process changes in organizations following the virtues of both leanness and flexibility
(Badakhshan et al., 2020; Schmitt and H€orner, 2021).

IA solutions are typically differentiated in terms of each technology’s cognitive processing
capabilities and ability to handle process complexity (Lacity and Willcocks, 2021). As
software robots are often configured to follow a predetermined choreography (Hofmann et al.,
2020), traditional RPA is relatively easy to adopt compared to other IA technologies, such as
machine learning which demands much higher process complexity. AsWillcocks et al. (2015)
have aptly phrased, a software robot is “an infinitely scalable virtual human being that can be
instructed to carry out operational procedures at the speed of a machine”. Tasks suitable for
RPA are ideally repetitive, frequent, voluminous and highly standardized (Santos et al., 2020).
As they are based on simple rules and logic with a limited need for exception handling, the
automation of such processes releases humans to more cognitively challenging tasks
(Mendling et al., 2018).

As a relatively new technology, RPA has been adopted mostly by businesses and other
organizations, while academic research on the topic is still underdeveloped, although the
number of publications has been steadily increasing in recent years (Syed et al., 2020). As it
stands, the empirical research is founded on case studies that focus on specific topics, such as
howRPA can be implemented into the existing organizational IT infrastructure (Carden et al.,
2019), RPA governance models (Kedziora and Penttinen, 2020) and organizational change
management when automation affects employees’ job descriptions (Dunlap and Lacity, 2017).
As software robots can process large amounts of transaction data with relative ease, the
studies show an emphasis on accounting (Cooper et al., 2019) and auditing (Huang and
Vasarhelyi, 2019), thus continuing the on-going trend of digitalization of accounting as a field
and profession (Knudsen, 2020).

Regardless of the recent interest and developments in RPA, the literature is lacking proper
discussion on RPA investments from implementation considerations to associated costs and
economic benefits by means of systematic methods and models for RPA investment
appraisal. Despite many examples from accounting, auditing and other practical application
contexts and domains, the questions remain: “How feasible is RPA as an investment?” and
“What needs to be considered when RPA is deployed in an organization?” The answers to
these questions should be of interest not only to academics, but to any executive or manager
seeking to adopt the technology.

A good approach to evaluating the adoption of technology is to conduct an investment
appraisal. Aside from a few anecdotal notions of RPA projects having excellent ROI, i.e.
return on investment (van der Aalst et al., 2018), reported to be as high as 600–850% (Lacity
andWillcocks, 2016), quantifiable data of such benefits is largely missing. As the assessment
of the economic impact of technology has been challenging to organizations in the past
(Berghout et al., 2011) and identifying and quantifying the benefits of information technology
investments is extremely difficult without systematic approaches (Ward et al., 2008), it is
important to have purpose-built tools for RPA investment appraisal, such as frameworks and
models. Consulting businesses have their own calculators and guidelines for RPA
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implementation (e.g. Team IM, 2021), but typically these are produced as marketing material
for promoting service sales.

Inspired by the existent research gaps, the objective of the study is to obtain a
toolbox for assessing the economic feasibility of RPA investments. In this paper,
this type of toolbox is introduced in the form of the following step-by-step method to RPA
investment appraisal.

(1) Preparatory Step: Establish a consistent system of classification (i.e. apply a
process framework tomap the phases, stages, tasks and other project elements). Use
and adapt a deployment/implementation framework to your phasing, staging and
tasking needs.

(2) Modelling Steps: Track and trace all project costs and when they occur. Attach
these costs to the phases, stages, tasks and other cost-incurring project elements.
Model, assess and iterate when necessary. Use the following steps:

Step 1: Compound the Interest Rate

Step 2: Discount the Investment Costs

Step 3: Establish Measures for Comparison

(3) Concluding Step: Compare the investment against the status quo. Remember to
also conduct sensitivity analyses, especially on variables that are the least
conservative estimates.

(4) Optional Step: Recruit a service partner, such as a consultant or service provider,
to assist in RPA solution development including, e.g. the coding, maintaining and
hosting of software robots.

The process throughwhich such amethod can be extracted is knownas design science research
(DSR), where practical problems are addressed by creating general knowledge in the form of
design artefacts. The step-by-stepmethod is a design artefact that is empirically groundedwith
a business case of a company known as “Estate Blend” (see Section 2 for details).

The step-by-step method is a DSR artefact that consists of two essential components.
First, a deployment framework is established (see 1. Preparatory Step). The implementation
and deployment considerations associated with RPA projects (i.e. phases, stages and tasks)
are thoroughly examined with the intent of creating a consistent system of classification to
support the modelling. Second, a model for appraising RPA investments is constructed,
which should be understood as the backbone of our step-by-step method (see 2. Modelling
Steps). Aligned with the deployment framework, the model observes RPA investments from
initial planning through deployment to eventual substitution. The costs incurred within each
phase, stage and task are determined and calculated with discounted cashflow and present
value methods employing compounded interest rates for asymmetrical periodic lengths. By
doing so, we can establish measures to compare the cost of automation against the cost of
manual processing.

It should be noted that the deployment framework and the RPA investmentmodel address
a call by Syed et al. (2020) for research on RPA methodologies and benefits, more precisely
methodological support for implementation, support for benefit realization and
comprehensive metrics for benefits. Comparisons and sensitivity analyses complement the
previous steps by assessing how assumptions influence key metrics in the model (see 3.
Concluding Step). Sensitivity analyses enable the evaluation of obtained results. As the
Estate Blend’s case will demonstrate, having a service partner may enhance the overall
process (see 4. Optional Step).
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The paper is structured as follows:

Section 2 outlines the DSR-driven research design underlying the paper;

Section 3 discusses appraisal and deployment considerations related to RPA;

Section 4 exemplifies RPA deployment phasing, staging, and tasking through
frameworks;

Section 5 introduces case company Estate Blend’s journey towards automation;

Section 6 demonstrates how RPA investment appraisal was conducted at Estate Blend;

Section 7 discusses our step-by-step method, provides recommendations to practice,
reflects on both the lessons learned and our contributions and evaluates the DSR artefact;
and

Section 8 concludes the paper by highlighting further research avenues.

2. Research design
Methodologically, the development process of the step-by-step method to RPA investment
appraisal is based on the principles of DSR. DSR is concerned with developing “general
knowledge” to support the design of solutions to “field problems”, while specific knowledge
and specific problems remain as the domain of practitioners (van Aken, 2004; Hevner et al.,
2004). General knowledge in DSR can be formulated as “design artefacts”, i.e. human-made
objects that are applicable as solutions to practical problems (Johannesson and Perjons, 2014).
Design artefacts can be expressed, e.g. in the form of design exemplars that demonstrate how
an outcome can be reached through certain actions by following the basic logic of “if youwant
to achieve Y in situation Z, then perform (something like) action X” (van Aken, 2005).

The step-by-step method is a design artefact that relies on analytic modelling using
relatively simple mathematical equations to account for RPA investment costs and process
mapping to establish a deployment framework that complements the model by providing a
system of classification to be followed. Models are important in research as they imply
systematic organization of, and relationships between, concepts (Ghauri andGrønhaug 2002).
In this paper, such organization and relationships take place in relation to investment
phasing, staging and tasking that are established as a framework prior to modelling. The
artefact should be understood as a design exemplar that each practitioner can adapt to fit
their specific situation, as RPA investments are discussed through a set of universal
guidelines, “a step-by-step method”.

In DSR, the research process is commonly presented as cyclical. Hevner (2007), for
example, argues that there are three cycles: design, relevance and rigour. The design is the
primary cycle where an initial design concept is refined into a final product (i.e. a design
artefact) through multiple rounds of production and testing. The relevance cycle refers to the
underlying problem domain that establishes a context for an artefact to be empirically
grounded and field tested. The rigour cycle, on the other hand, integrates the artefact into the
existing knowledge base as it is important to know how your contribution relates to prior
(academic) knowledge and applications.

A simplified process of building the model as a design artefact is illustrated in Figure 1. In
terms of Hevner’s (2007) DSR cycles, the figure represents the actions of the design cycle. The
first step was to familiarize ourselves with RPA. The creation of the model was initiated in
straight succession. When structuring the first draft, it was quickly discovered that timing is
extremely important in RPA projects. Due to this longitudinal nature of the model’s temporal
dimension, the present value method was applied to cost appraisal (see, e.g. G€otze et al., 2008)
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by means of discounting cash flows both ex ante deployment and ex post deployment. The
model was restructured several times in an iterative manner based on the received feedback.
Giving an exact number of cycles is difficult because some feedback was quick to resolve,
whereas other rounds took some lengthier back-and-forth discussions. Hence, we use the
expression “n” in the figure.

Once the structure was finalized, the empirical grounding of the model was established by
means of a business case. Multi-methodological approaches, such as using cases to ground
analytic models, are appropriate ways of validating constructs and demonstrating relevance
in research (Choi et al., 2016). Field testing of the created artefacts is continuously highlighted
byDSR researchers (see, e.g. vanAken, 2004; Peffers et al., 2008), and the notion of contextual,
empirical grounding is also included in Hevner’s (2007) relevance cycle. The case company,
Estate Blend, is a pseudonym for a construction, commercial property and infrastructure
developer and a provider of real estate services in Northern Europe to conceal the actual
identity of the organization. The business case describes RPA implementation by a leading
Nordic service provider of financial and accounting services at a customer site that is
Estate Blend.

The research data were provided by the IA unit of the service provider with approval from
Estate Blend. This is primary project data that comprises, e.g. the number and type of tasks to
be automated, the costs associated with each task prior to RPA deployment, the costs of the
RPA investment project, licensing information and certain service pricing guidelines. The
researchers were familiarized with the business context during a few practical sessions. To
challenge the baseline values of the business case, multiple sensitivity analyses were
conducted. In general, sensitivity testing is a sound practice in all modelling to verify that the
constructs and their interplay are operating as intended (Murray-Smith, 2015).

3. RPA investments: appraisal and deployment considerations
The appraisal and evaluation of capital investments in information assets and therefore the
feasibility analysis of such projects have been long-standing domains of discussion within
information systems (IS) and information technology (IT) research. For instance, Joshi andPant
(2008) refer to IT evaluation and project feasibility analysis as a “major theme” beginning in the
late 1980s. Similarly, Frisk et al. (2015) state that the evaluation of IS investments has been “a
top IT management issue” for a very long time, which has resulted in a continually expanding
range of ideas, proposals and assessment methods produced by academia.

However, Frisk et al. (2015) continue by adding that the rate of contributions to IS/IT
investments has been declining, which becomes evident with a literature search and retrieval.

Figure 1.
An illustration of the
design cycle in model

development
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The focus has shifted from investment appraisal and evaluation towards business value and
how novel technologies, such as big data analytics (see, e.g. Mikalef et al., 2017; Grover et al.,
2018), can provide that value to organizations. Despite this decline in contributions to the IS/
IT academic knowledge base, the need for appraising and evaluating investment projects is
not disappearing. For instance, Gartner (2022) forecasts worldwide IT spending to continue
as strong in 2023, totaling 4.6tn USD, as enterprises push forward with efficiency-driven
digital business initiatives, such as automation projects, in response to economic turmoil.

IS/IT investment research has traditionally been comprised of two streams (Joshi and
Pant, 2008); ex post analysis focused on the study of investments and their effects on
organizational performance, and ex ante analysis which has centred on techniques to assess
investment projects’ economic feasibility. Lefley (2013) has pointed out that many scholars
apply the terms “appraisal” and “evaluation” interchangeably even though the former should
be about the initial process of project justification (i.e. ex ante analysis), while the latter relates
to the post-implementation review of project realization (i.e. ex post analysis). In this respect,
the term “appraisal” is adopted in the following sections as we approach RPA investments
from a project justification perspective.

Apart from the above-mentioned ex ante analysis versus ex post analysis divide, two
schools of thought have emerged in the IS/IT investment literature: an economic approach
using “hard methods” and a socio-technical approach using “soft methods” (Berghout and
Tan, 2013). Hardmethods are techniques that perceive investments as something that consist
of quantifiable costs and benefits, both of which can be assigned monetary values and
measuredwith various financial metrics. By following the taxonomy of Irani and Love (2002),
these methods are economic discounting appraisal and economic ratio appraisal techniques,
such as discounted cashflow, net present value, internal rate of return, payback period and
cost-benefit analysis.

As eloquently phrased by Frisk et al. (2015), soft methods do not necessarily eschew
numbers completely but are often based onmuch fuzzier types of data, including subjectivity
in the assessment process. Irani and Love (2002) categorize these within analytic portfolio
appraisal, strategic appraisal, integrated appraisal and other appraisal techniques. Soft
methods have emerged from the critique of hard methods, which are argued to have
difficulties in not only understanding the human and organizational mechanics of investment
decision-making, but also coping with, e.g. intangible, non-financial benefits and indirect
costs (Anandarajan andWen, 1999; Irani, 2002; Joshi and Pant, 2008; Berghout andTan, 2013;
Frisk et al., 2015).

In their study of IS/IT investments, Irani (2002) found that indirect costs are often more
significant thanmore easily quantifiable direct costs, indirect costs also being retrospective in
identification and thus in danger of spiralling out of control. Compared to RPA, conventional
IS/IT investments are significantly more capital-intensive and lengthier by nature, which
accentuates the risk of cost overruns due to indirect costs not being fully recognized (Love
et al., 2006). According to Bygstad (2017), RPA is indeed often regarded as the perfect example
of lightweight IT, being relatively easy to implement as it does not require heavy investments
in IT infrastructure, and robot development can even bypass the organizational IT function.

The notion of IS/IT projects (i.e. the traditional, heavyweight system acquisitions) being
fundamentally different from other capital investments in terms of the suitable methods has
been voiced in the literature (Peacock and Tanniru, 2005; Lefley, 2013; Hynek et al., 2014).
Based on empirical data, Hynek et al. (2014) conclude that IS/IT investments are often
perceived to be different, but evidence indicates that, in practice, there is no significant
difference in the financial and risk assessment models adopted in appraisal between IS/IT
investments and other types of capital investments. They add that these models should be
adequate for various IS/IT investment appraisals given that they are supported by proper
strategic assessment.
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Overall, the critique towards using conventional appraisal methods, such as present value
and discounted cashflow, is warranted in terms of traditional IS/IT investments due to the
inherent complexity of these projects. Then again, RPA is lightweight IT that requires
minimal capital investments in infrastructure, which denotes that, e.g. indirect costs aremuch
less of an issue in comparison to conventional IS/IT investments. Therefore, the economic
approach and “hard methods” should be more than adequate for appraising RPA
investments, considering that such techniques are still implemented even for conventional
IS/IT investments regardless of their shortcomings. According to, e.g. Lefley (2013),
practitioners believe that investment appraisal models often have unrealistic assumptions,
are somewhat difficult to apply and cannot be explained to topmanagement. This should also
be kept inmindwhen new appraisal tools are developed in the IS/IT research domain. In DSR,
the consideration of the practical relevance of research through field testing (Hevner, 2007;
Peffers et al., 2008) is a central question. Design artefacts should not only be empirically
grounded, but also easy to understand and use in practice.

The foundation of RPA investment projects is the careful consideration of how the RPA
deployment is supported with business process modelling, where consistent notations play
an important role (Zhang and Liu, 2019). When modelling a business process, certain steps
are required to find suitable candidates for robotization (Viehhauser and Doerr, 2021). Firstly,
process mining supports the visualization of processes and defines how each one of them
contributes to organizational value streams (Leno et al., 2021). According to Grisold et al.
(2021), a key issue in process mining is process selection based on the unique properties
processes exhibit, e.g. howmuch data is being handled and produced by each process, which
affects automation feasibility.

Secondly, pipeline periodization considers which business processes are prioritized, what
type of robots are employed (i.e. attended robots launched manually and/or unattended
robots programmed to run at predetermined intervals on dedicated servermachines) andwho
or which party will be responsible for developing the automation solution (Bourgouin et al.,
2018). Complementary technologies, e.g. OCR, optical character recognition (Ribeiro et al.,
2021), as well as NLP, natural language processing (Rizun et al., 2021), can be adopted on per-
process basis to enable RPA to handle increasingly complex tasks. Once all processes with
significant automation potential have been systematically mapped, they should be reviewed
by experts and key users to obtain the final process versions for solution development. RPA
should always be executed on a stable set of information systems without too much process
variation, and the data employed should require minimal manual intervention (Gejke, 2018).

4. Deployment framework to support phasing, staging and tasking
During the DSR process, it was quickly discovered that a framework for RPA deployment is
required. Having a deployment framework prior to modelling provides a frame of reference for
allocating different types of investment costs and understanding how they emerge duringRPA
project realization. Despite the growing interest towards RPA, project deployment, especially
project phasing, stagingand taskinghave received very little attention in the literature.The sole
attempt thus far to provide guidelines on how to introduce RPA in an organization is the
consolidated framework by Herm et al. (2020). Other valuable resources to consider in the
implementation of RPA are the success criteria of Santos et al. (2020), the action principles of
Lacity et al. (2021) and the coding guidelines of Rutschi and Dibbern (2020).

The consolidated framework of Herm et al. (2020) is extracted through a structured
literature review and expert interviews. According to Herm et al. (2020), the term
“consolidated” refers to the way they established the framework by means of first coding
the empirical data, then connecting the literature to the practical perspectives and finally
evaluating and iterating the framework through feedback. As illustrated in Figure 2, the
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consolidated framework comprises three phases (i.e. initialization, implementation and
scaling) and a few stages, such as identification, screening, process selection and proof of
concept. By comparison, the deployment framework that we established to support the
investment modelling within the step-by-step method consists of two phases (i.e. ex ante and
ex post deployment) and five consecutive stages (i.e. pre-feasibility planning, feasibility
planning, development and hyper-care, operation and maintenance and substitution), as also
shown in the figure. Unlike the consolidated framework of Herm et al. (2020), our deployment
framework also recognizes several independent tasks, such as automation potential analysis,
candidate process mapping and automation process engineering, which incur costs during
the realization of each project stage.

Figure 2.
The consolidated
framework (Herm et al.,
2020) vs the
deployment
framework
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In many ways, the consolidated framework of Herm et al. (2020) and our own deployment
framework are similar, but they emphasize slightly different aspects of RPAdeployment. The
consolidated framework adopts a broader, organizational perspective that highlights a need
for a centre of excellence for continuous support and solution scaling after the RPA rollout.
The deployment framework is more project-centric in its outline of a “from cradle to the
grave” type staging (i.e. from pre-feasibility to substitution) and finer project itemization that
aims to identify the relevant cost-incurring project tasks. The itemization is also a necessity
for investment appraisal modelling where the temporal zero position is determined as the
point of deployment, and thus ex ante (before) and ex post (after) are adopted in the naming of
the project phases.

A common element for both frameworks is the potential involvement of external help in
RPA projects, be that a consultant or a service provider. The possibility to involve external
consultants during initialization and especially implementation is recognized in the
consolidated framework, and we do share a similar stand on the matter. Service provider
tendering is thus a task for pre-feasibility planning, and after they are selected, this partner
will be involved throughout the subsequent stages. Due to not having required automation
expertise, it is very likely that many, if not most organizations, opt for external procurement
(Kedziora et al., 2021), thus creating new business opportunities for service organizations in
the field of business process outsourcing (Hallikainen et al., 2018). It is important though that
the transaction costs, including, e.g. coordination and adaptation costs, of the customer-
supplier relationship are accounted for when companies decide on the appropriate RPA
sourcing model (Ge et al., 2021).

The strength of RPA is its flexibility to various sourcing models including, e.g. direct, in-
house sourcing, hybrid sourcing and outsourcing where a partner supports the adopting
company in various tasks including, e.g. coding, maintaining and hosting of software robots
(Asatiani and Penttinen, 2016). The sourcing model affects whether the solution deployment
is organized in a centralized or decentralized fashion (Noppen et al., 2020). In a decentralized
implementation, the business units in question develop RPA independently, which gives
them more breathing room also for adopting more extensive partnering arrangements.

5. Case company’s journey towards automation
The case company, Estate Blend, is a construction, commercial property and infrastructure
developer, and an established provider of real estate services in Northern Europe. While
founded already in the early 1900s, these days Estate Blend is listed on the Nasdaq Nordic
Stock Exchange, with hundreds of millions in annual revenue and thousands of employees.
Active in several countries on three different continents, the company is continuously seeking
innovative solutions and technologies to be able to serve its customer base with top-quality
construction, property, infrastructure and real estate products and services at competitive
prices.

Estate Blend has been undergoing a digital transformation for nearly 2 decades now.Most
of the company’s analogue documents have been converted to digital format and information
systems migrated to the cloud. In the area of business process automation, its employees
started to apply local scripts, macros and low-code automation 10 years ago. Then about
5 years ago, software robots entered the premises of the company. The spark to develop
process automation further at Estate Blend originated from market pressure and a strategic
imperative to improve the quality and efficiency of their back-office operations. One of the
most important drivers of the automation transition was a reduction in capital and
operational expenditure. Saving money was not the only objective though as they wanted to
transform the employees’ jobs by releasing them from the most time-consuming, repetitive
and boring tasks.
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Estate Blend’s planwas to improve the quality of information processing throughout their
business functions. Lower error rates become visible in repetitive taskswhere humans tend to
start making more and more mistakes the longer the process is continuously executed.
Software robots’ lead times should be shorter in comparison and the results much easier to
predict as the process execution always takes the same time and brings deterministic results
based on input quality. Automations are easier to manage, e.g. there are no attrition rates,
stronger endurance to crises (transaction picks or drops), no emotionally justified
underperformance, no inter-personal competition or conflicts between employees and
simplified governance. As an additional bonus, automated reporting is more transparent and
easier to follow and audit when necessary.

To bring RPA into fruition, Estate Blend appointed a manager who was responsible for
establishing a project team that would comprise the required process owners and experts.
Soon after the initiation, a first meeting was held with a service provider to lay the
groundwork for a proof of concept. The service provider would help the company screen for
an RPA software vendor and conduct necessary feasibility studies for initially selected
processes. Seven candidate processes were chosen for automation soon after the meeting:
three candidate processes from the area of Finance and Accounting (F&A), two from
Customer Service (CS), one from HR and Payroll (HR&P) and one from Procurement (P), as
shown in Table 1.

The workloads for each process were estimated with the service provider’s experts in
follow-up meetings. The essential information for assessing not only the workloads but also
the costs were provided, e.g. how many hours each process takes to perform, how many
persons do it, at which times of the day or week, what are the hourly rates and performance
bonuses of these persons, their annual absences and leaves on average and how all the above
are currently calculated in the company. The candidate processes were categorized into
three types of business processes, each requiring either light, moderate or advancedworkload
in full-time equivalents (FTE). By automating these seven processes, Estate Blend releases a
workload from manual processing, which is commensurate to five full-time employees (5
FTE) and is estimated to be around 315,000 EUR annually. Building a business case and
demonstrating a proof of concept for RPA adoption with these seven processes was the
starting point of Estate Blend’s RPA journey.

6. Investment appraisal and sensitivity analyses
6.1 In preparation of modelling
When applying conventional investment appraisal techniques, such as discounted cashflow
and present value methods, to an RPA investment project, we must, in preparation of
modelling, establish how the concept of time (t) is going to be dealt with as it directly affects

Business
function Process description Type FTE

F&A Matching mismatched invoices with work orders Light 0.25
F&A Controlling of invoices currently in fluctuation Moderate 1.00
F&A Reconciling travel expense and payroll accounts Light 0.25
CS Distributing tasks among employees of customer care centre Advanced 2.00
CS Chasing end users for answers to pending customer care tickets Light 0.25
HR&P Calculating monthly salary proposals based on company records Light 0.25
P Collecting data from five systems (order and asset mgmt., billing,

invoicing and reporting) and distributing data to relevant units
Moderate 1.00

Table 1.
Candidate process
descriptions, types and
FTEs by business
function
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the compounding of the interest rate. The project phasing and staging in the case of Estate
Blend’s investment follows the deployment framework that was created to support the
modelling process (see Figure 2). The temporal dimension, or simply time (t), is divided into
several shorter periods of time within ex ante deployment and ex post deployment phases, as
illustrated in Figure 3.

The three letters of the alphabet, “a”, “b” and “c”, mark the beginning of each period and
corresponding project stage ex ante deployment. Pre-feasibility planning (a), which includes
service provider tendering, is initiated at Estate Blend six months prior to the planned RPA
deployment. Feasibility planning (b) commences a month later, which is the point from which
onwards the service provider is heavily involved in the RPA solution development. Solutioning
and vendor selection is one of the most important tasks in feasibility planning as it delineates
the RPA software vendor and thus related RPAplatform components that are available at later
stages, including the cost-intensive, four-month-long development and hyper-care (c).

The deployment occurs when t 5 0, denoting that the pre-feasibility planning (a),
feasibility planning (b) and development and hyper-care (c) stages receive only negative
numerical values in the calculations. On the ex post side of deployment, we have the operation
and maintenance stage beginning at t 5 1 and then ceasing when time reaches “x”. Estate
Blend’s operation and maintenance stage is hypothesized to span eight-quarters before
extensive revisions to establish automation routines are required. Although it is regarded as a
conservative estimate, there is no way of knowing how such an assumption eventually holds
out in practice. Hence carrying out “what if” type of sensitivity analyses when conducting
investment appraisals is very important.

6.2 Compound the interest rate
As the first step in modelling, we must decide how the interest rate is compounded. As RPA
investments are extremely rapid by nature, the interest rate should be ideally compounded
more frequently than annually, which is the standard practice in discounted cashflow and
present value approaches inmost investment appraisals. Ourmodel is designed to be flexible,
allowing the use of, e.g. monthly, quarterly or annual compounding as well as varying
compounding frequencies ex ante deployment versus ex post deployment. The mathematical
basis for determining periodic interest rates is presented in (1) and (2) in Appendix. The term
“periodic” stands for the periodic nature of discounting, e.g. monthly compounding frequency
introduces 12 compounding periods to the calculation from which the incurred costs are
discounted to present-day values.

While the most appropriate approach to compounding is situational, it is important to
choose the stated interest rate carefully to obtain credible results. The stated interest rate,
which is the rate from which the periodic interest rate is calculated, can be founded on the
weighted average cost of capital (WACC) in which the weight of each capital type (i.e. equity
and long-term debt) is delineated by its average cost and total amount. It should be noted
though that interest rates are ideally dynamic and target-oriented, thus reflecting the
investment type and future expectations rather than the past alone in a mechanical fashion,
which may often be the case with WACC.

Figure 3.
The timing of phases

and stages in the
investment project
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The compounding frequency was selected to be asymmetrical for Estate Blend. The
investment characteristics of RPA projects, such as a fast delivery cycle, are better captured
with monthly and quarterly compounding compared to the annual alternative. As presented
in Figure 4, a 10% stated interest rate is adopted at Estate Blend. After factoring in the
compounding, the stated rate is translated to a monthly rate of 0.873% ex ante deployment
and a quarterly rate of 2.595% ex post deployment. An argument for over-precision could be
made against such fine compounding, which would likely be true in the scale of one
investment alone.When Estate Blend later expands RPA to other business areas and a higher
number of processes are automated, the multiplicative effects of the more accurate
compounding start to show their significance.

6.3 Discount the investment costs
Once the periodic interest rates have been calculated ex ante and ex post, the second step in
modelling is to first determine and then to discount the investment costs through the
itemization of project tasks incurring costs within the five stages. Starting with the stages
preceding deployment, i.e. pre-feasibility planning, feasibility planning and development and
hyper-care, (3) gives the cumulative present value ex ante deployment, CPVea (see Appendix).

The way (3) can be implemented in a spreadsheet application, such as Excel, to discount
the investment costs and to calculate CPVea is illustrated in Figure 5. The costs incurred
periodically by each project task at the corresponding project stage ex ante deployment are
systematically discounted to present values (t 5 0) using the periodic interest rate (i.e. here
the monthly rate, 0.873%). The yellow fields are model inputs that are used to calculate the
outputs in the white fields consisting of total costs and present values. CPVea is the
aggregated total of the three cumulative present values determined for each stage.

The numbers shown in Figure 5 represent Estate Blend’s RPA investment costs, but they
have been rounded to the closest hundred for clarity. The currency is thousand euro (TEUR).
The costs incurred at the pre-feasibility planning stage comprise mainly working hours and
indirect employee costs of Estate Blend’s IT experts conducting preparatory tasks, such as
assessing the automation potential of various business processes and selecting candidates for
further analysis.

A great deal of the costs incurred later at the feasibility planning and development and
hyper-care stages are invoicing from Estate Blend’s service provider, who becomes involved

Figure 4.
The interest rates and
other input values for
the model
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when detailed automation requirement analysis and process mapping are initiated. During
development and hyper-care, the service provider is responsible for engineering the
automation solution and for rigorous testing and tweaking through continuous feedback by
Estate Blend’s end users.

Furthermore, for the stages succeeding deployment, i.e. operation and maintenance and
substitution, (4) to (6) can be applied to determine the cumulative present value ex post
deployment, CPVep (see Appendix 1). The implementation through (4) to (6) to discount the
investment costs and to calculate CPVep is presented in Figure 6. The costs incurred
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periodically by licenses and project tasks ex post deployment are systematically discounted to
present values (t5 0) using the periodic interest rate (i.e. here the quarterly rate, 2.595%). In the
case of EstateBlend, there is no planned obsolescence for RPAroutines being adopted, but such
a scenario could bemodelled in the fields relating to “robotic process substitution” if necessary.

As illustrated in Figure 6 and shown in (5) and (6), operation and maintenance can be
further itemized to multiple subcomponents. The various licensing fees that Estate Blend is
invoiced by the service provider are considered separately on a quarterly basis (each fee also
includes the list price of the RPA vendor). The annual fees for each type of license (see
Figure 4) are first divided by the number of employed compounding periods and then
multiplied by periodic license quantities to arrive at the total cost of each license type for each
quarter. The maintenance costs are crudely divided into hosting, bug-fixing and software
updates, but this itemization can be more nuanced in practice depending on the service-level
agreement.

Figure 6.
Cumulative present
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deployment
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As can be seen from the number of license types, Estate Blend’s RPA platform for the
seven processes to be automated consists of an orchestrator, two attended robots and two
unattended robots. A studio license is acquired so that RPA routines can be later reviewed by
Estate Blend’s IT department, and minor revisions performed without external assistance
from the service provider. The orchestrator component is responsible for controlling the
unattended robots that perform the advanced and moderate processes based on a
predetermined schedule. The four attended robots are activated by human operators ad
hoc to perform the light processes.

6.4 Establish measures for comparison
The third and final step in modelling is to establish a measure for comparing the RPA
investment costs against a known data point, which is the current cost of the processes to be
automated. Cumulative present value, CPV, for the timespan of the investment is calculated
as per (7) by summing up both CPVea and CPVep (seeAppendix). As CPV represents only the
aggregate investment costs, a measure that is directly comparable against the status quo is
required for sound decision-making. CPV is, therefore, converted with (8) to an equivalent
periodic cost, EPC. The periodic cost difference, PCD, can then be finally determined from (9).
All these measures in Estate Blend’s appraisal are illustrated in Figure 7.

The CPV for Estate Blend’s RPA investment is around 270K, translating to an EPC of 38K
when distributed to the hypothesized eight-quarter life of the investment. When EPC is
compared against CPC, the cost of manual processing at Estate Blend, the difference between
the two measures is 41K per quarter in favour of adopting RPA. It should be noted that
despite its significantly shorter length, CPVea accounts for around 126K, which is nearly
47% of the total costs. Such front-end-weighted nature of RPA investments denotes that
adhering to a pre-determined schedule should not be underestimated. Delays are likely to
shift the EPC closer to the CPC.

Figure 7.
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High ROI numbers in the realm of 600–850% that we often see in the literature were not
realized for Estate Blend, whose ROI is around 120%. It should be acknowledged that the
investment is very much a proof of concept that is appraised using a conservatively short
two-year life and only 5 FTEsworth of processes that are automated in the first phase of RPA
transition. Most of the costs are allocated to the development of RPA infrastructure and
routines scale with a higher number of processes. If the development costs (CPVea) are
omitted from the appraisal, Estate Blend’s ROI already increases to 290% with this small
portfolio of business processes.

6.5 In conclusion of modelling
The reality of establishing an investment appraisal based on a business case is that it always
captures the situation as it unfolded at a singular point in time. The results of the investment
appraisal are heavily depended on the baseline values employed in modelling, including, e.g.
the interest rate and the lengths of the ex ante deployment and ex post deployment phases.
Sensitivity analysis was, therefore, conducted on Estate Blend’s RPA investment to reveal
how alternating circumstances and requirements would influence the economic reality of the
investment. The influence of timing the ex ante deployment (a→ 0) and ex post deployment
phases (0 → x) was studied especially in the conducted sensitivity analysis. The project’s
timing effects on EPC at three moderate interest rates are illustrated in Figure 8.

The postponement of solution deployment combined with a short ex post deployment
period seems to impact Estate Blend’s investment costs significantly. If the deployment falls
behind the schedule by four months (a 5 �10), and RPA is operational only four-quarters
(x5 4) after deployment instead of the initial eight, the EPC reaches values between 76 and
92K. The illustrated reference line for CPC is surpassed at 20–30% interest rates, denoting a
negative PCD in these extreme scenarios. Themean for EPC across the investigated scenarios
is around 45K, which is safely below Estate Blend’s CPC. As a short operation and
maintenance stage increases cost levels regardless of the scenario, the processes to be
automated with RPA should remain operationally stable in the short-to mid-term to ensure
that the investment stays economically sound.

7. Discussion
It is time to summarize and discuss what was achieved in the paper. Firstly, we are going to
reintroduce our step-by-step method to RPA investment appraisal (see section 7.1), a DSR

Figure 8.
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artefact that was built around both mapping of processes (i.e. the deployment framework) and
modelling the associated costs (i.e. the investment model). Secondly, we give our experience-
based recommendations on how the developed method of investment appraisal can be
employed in practice (see section 7.2). Thirdly, some of the lessons learned are discussed by
reflecting on Estate Blend’s case and our contributions to the literature underlined (see Section
7.3). Lastly, the evaluation of the DSR artefact is touched upon (see Section 7.4).

7.1 The step-by-step method to RPA investment appraisal
The objective of this study was to obtain a toolbox, “step-by-step method”, which could be
employed universally to assess the economic feasibility of RPA investments. Based on the
DSR process documented in the paper, we suggest the following step-by-step method to RPA
investment appraisal. The steps can be modified to each organization’s unique situation.

(1) Preparatory Step: Establish a consistent system of classification (i.e. apply a
process framework tomap the phases, stages, tasks and other project elements). Use
and adapt a deployment/implementation framework to your phasing, staging and
tasking needs.

(2) Modelling Steps: Track and trace all project costs and when they occur. Attach
these costs to the phases, stages, tasks and other cost-incurring project elements.
Model, assess and iterate when necessary. Use the following steps:

Step 1: Compound the Interest Rate

Step 2: Discount the Investment Costs

Step 3: Establish Measures for Comparison

(3) Concluding Step: Compare the investment against the status quo. Remember to
also conduct sensitivity analyses, especially on variables that are the least
conservative estimates.

(4) Optional Step: Recruit a service partner, such as a consultant or service provider,
to assist in RPA solution development including e.g. the coding, maintaining and
hosting of software robots.

7.2 Our recommendations to practice
When deploying RPA in an organization, the recommended preparatory step, based on our
experience with developing the step-by-step method, is to plan the implementation and
deployment with a framework to establish a system of classification using consistent
notations. The systematicmapping of phases, stages, tasks and other potential cost-incurring
elements was conducted by applying our deployment framework discussed in the section
“Deployment Framework to Support Phasing, Staging, and Tasking”. Other frameworks can
also be utilized as the process of mapping organizational workflows and processes is
extremely context specific.

At the early stages of adoption, we recommend evaluatingwhether RPA is something that
the IT department can handle on its own or whether an external service partner should
perhaps be recruited to smooth the company’s path to automation. Having a service partner,
such as a consultant or a service provider, with a prior track record has many benefits. They
can help select the best process candidates, decide on the most suitable RPA vendor and
environment and get everything operational from coding through testing to tweaking the
robots. Many service partners also provide after-sales services and continued support in the
form of, e.g. bug-fixing services.
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The modelling itself is divided into three consecutive steps discussed in the section
“Investment Appraisal and Sensitivity Analyses” and elaborated on in Appendix 1: “How to
Model RPA Investments?”Our recommendation is to conduct these three steps together with
appropriate modelling techniques, such as discounted cash flow and present value methods.
The equations shown in Appendix must be naturally adjusted according to the framework
that is selected to illustrate the RPA project phases, stages, tasks and other cost-incurring
project elements. We advise against not compounding the interest rate as the effects can
accumulate with longer investment lifetimes and a greater number of projects and processes
to be automated.

We highly recommend discerning between the ex ante deployment phase and the ex post
deployment phase. Based on our experience, this makes investment comparisons easier by
defining what the total initial investment to be recouped is and how that cost compares
against the costs of alternatives, such as themanual processing of tasks. If a service partner is
involved, it is recommended to share information for the sake of transparency. Benefit-
sharing agreements may act as a motivational tool especially in longer, non-transactional
business relationships.

After accounting for all the elements in the investment appraisal, it is important to conduct
sensitivity analyses as a “sanity check” to avoid pitfalls later during or after RPA deployment.
Virtually any variable and its value can be altered in the model, and the effects are recorded
accordingly. In addition to avoiding pitfalls, sensitivity analyses are quick, yet powerful tools to
challenge poor assumptions. Under the sub-section “In Conclusion ofModelling”, we exemplify
how what-if type sensitivity analyses can be conducted by fitting multiple scenarios.

7.3 Lessons learned and contributions underlined
In the section “Introduction”, we mentioned that the economic benefits of RPA are based on
anecdotal notions in the literature (see, e.g. Lacity and Willcocks, 2016; van der Aalst et al.,
2018). As demonstrated with Estate Blend, the step-by-step method to RPA investment
appraisal is a toolbox that can be employed to reveal these potential benefits in a systematic
fashion. From a purely economic, “to invest or not” standpoint, the decision to invest in RPA
seems trivial for Estate Blend as periodic investment costs (i.e. EPC) were notably lower than
current processing costs (i.e. CPC). ROI was around 120% which is significantly lower than
what has been previously reported at around 600–850% (Lacity and Willcocks, 2016). There
are some caveats, e.g. Estate Blend having a small portfolio of processes and a relatively short
investment life.

Estate Blend’s case illustrates how resistant RPA investments are to changing
circumstances. Reasonable project delays and normal postponements in the solution
development are not detrimental from an investment economics point of view. RPA as a
technology does not fit all types of organizational workflows, processes, or environments, but
when it does, it is difficult to ignore its benefits. The EPC that measures Estate Blend’s
periodic investment costs relating to RPA deployment remained lower than current cost
levels in most sensitivity scenarios tested.

The step-by-step method addresses prior shortcomings in the RPA literature, including
methodological support for implementation, support for benefit realization and
comprehensive metrics for benefits (Syed et al., 2020). The deployment framework (i.e. the
process phasing, staging, tasking and recognition of other cost-incurring elements)
contributes as new methodological support for RPA implementation. Both the deployment
framework and the investment model provide new support for RPA benefit realization by
together establishing a toolbox for systematically conducting RPA investment appraisal.
The comprehensive metrics for benefits are outlined in this study as a handful of key
performance measures (e.g. the EPC).
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7.4 Evaluation of the DSR artefact
Finally, the evaluation of the DSR artefact should be briefly touched upon, which is a central
question in DSR. Hevner (2007), for instance, states that while the design cycle (i.e. artefact
development) is the heart of any DSR process, both the initial motivation for developing
artefacts and the final evaluation in the application domain (i.e. field testing) are carried out in
the relevance cycle. Peffers et al. (2008) have developed a design science research
methodology (DSRM), which conveys a nominal process on how to conduct, and
consequently evaluate, DSR. In DSRM, the process of evaluating a DSR artefact is divided
into two components: demonstration and evaluation.

Demonstration denotes that the developed artefact is applied, e.g. by means of a case
study, to solve at least one instance of the stated field problem. Evaluation, on the other hand,
stands for an activity that involves comparing the objectives of the solution to actual
observed results from using the developed artefact in the demonstration. According to
Peffers et al. (2008), evaluation could include any appropriate empirical evidence or logical
proof, such as quantitative performance measures or other quantifiable measures of system
performance (e.g. time or availability).

In this study, the demonstration of the artefact was achieved with Estate Blend’s case where
the step-by-step method was successfully applied to the company’s RPA investment appraisal.
Evaluation of the artefact is embedded in the artefact’s design as the modelling steps comprise
several performance measures (e.g. PCD and EPC) and the concluding step directs the user to
conduct sensitivity analysis to account for uncertainty in the baseline values. The experience
withEstateBlendwas that the step-by-stepmethod and itsmeasures provideactionable outputs.

Overall, the field testing of our step-by-stepmethod seems to provide an adequate preliminary
grounding for the artefact. We say “preliminary” as full verification of an artefact in the intended
application domain can be a time-consuming and complex process in DSR (see, e.g. Johannesson
andPerjons, 2014). EstateBlend is something thatwas available to us, but further field testing and
possible reiterations of the artefact should be considered in other cases and domains. As pointed
out by Peffers et al. (2008), the evaluation of DSR artefacts can be also founded on time-based
measures. The current iteration of the model accounts only for direct, measurable benefits, but
having, e.g. better process or service availability can be incredibly valuable to companies.

8. Conclusions
To continue from the ideas presented in the closing sentences of the Discussion, there are still
multiple avenues for further research. The current iteration of the investment model
concentrates exclusively on direct, measurable benefits, but RPA as a technology is often
claimed to have numerous indirect effects, such as elevating work satisfaction by releasing
employees to more meaningful tasks (Willcocks et al., 2017) and therefore impacting the
customer experience (Hallikainen et al., 2018). The personnel’s ability to perform alternative,
value-adding tasks after RPA deployment could be included as a “profit” type element in the
model. Other benefits to be accounted for are potential error reduction (Kokina and Blanchette,
2019) and also time savings (Aguirre and Rodriguez, 2017) in time-sensitive applications.

Tomaximize the benefits in the long term, RPA should be scaled once the proof of concept
is demonstrated with a few successful deployments (Herm et al., 2020). Although the
importance of automation scaling is recognized in the step-by-stepmethod, the scaling effects
would deserve even further attention and itemization to establish a holistic view of both the
total cost of RPA ownership and the total value of RPA ownership in organizations. As it
stands, the model is currently adaptable to an infinite number of RPA deployments, but the
user mustmanually adjust for the reduced costs in subsequent projects and processes by, e.g.
following an exponential reduction of costs (the learning curve effect) based on the number of
repetitions (Lolli et al., 2016).
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The economic strength of RPA, evidenced also in Estate Blend’s investment case, can
promote benefit-sharing arrangements and incentive schemes (win-win, open-book
accounting) that have traditionally been challenging in inter-organizational relationships
(Yl€a-Kujala et al., 2018). Adding these kinds of elements to service contracts (e.g. gain sharing
based on attained benefits) is not only an interesting managerial proposition, but also a
potential research avenue, which has been touched on, e.g. by Lazzarotto et al. (2014) in the
business process management context. Their analysis of contractual designs concluded that
companies seem to use performance-based compensation but sharing performance gains
with service providers to promote continuous improvement is non-existent. Lastly, but
importantly, a larger investment portfolio should be addressed longitudinally as it is possible
that, e.g. benefits start to decline on certain RPA investment types once an “X” amount of time
has passed after deployment due to, e.g. technical limitations, process revisions, or other
changes in the business environment over time.
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Appendix: How to Model RPA Investments?

Compound the Interest Rate
When more than one compounding period per annum is employed, the interest rate used in discounting
various cashflows is altered. The effective annual interest rate (ie) that basically delineates the influence
of compounding is determined from equation (1).

ie ¼
�
1þ is

n

�n
� 1 (1)

where the stated annual interest rate (is) is the nominal rate set by the organization conducting the
investment appraisal. The number of compounding periods per annum (n) depends on the chosen
approach to compounding, e.g. if monthly compounding is chosen, then n 5 12.

As the discounting of costs is performed in the present value method on a periodical basis (given
that n > 1), the effective annual interest rate (ie) must be divided by the amount of “n” so that the periodic
interest rate (r) used in the modelling can be determined as per equation (2).

r ¼ ie

n
¼

�
1þ is

n

�n � 1

n
(2)

The periodic interest rate (r) is thus dependent on the stated interest rate (is) and the number of
compounding periods per annum (n).

Discount the Investment Costs
To begin with the stages preceding deployment, the cumulative present value ex ante deployment
(CPVea) is given by equation (3).

CPVea ¼
X−1
t¼a

PFPt

ð1þ rÞt þ
X−1
t¼b

FPt

ð1þ rÞt þ
X−1
t¼c

DHt

ð1þ rÞt (3)

where pre-feasibility planning (PFPt), feasibility planning (FPt), and development and hyper-care (DHt)
stand for ex ante deployment stages. The starting period of each stage is symbolized by the
corresponding letter of the alphabet. For example, PFPt begins when time (t) equals “a”. There can,
however, be some temporal overlap between the three stages. The periodical costs incurred by various
tasks at each of these stages are discounted to present values (t 5 0) with the periodic interest rate (r)
introduced in (2).

Furthermore, for the stages succeeding deployment, the cumulative present value ex post
deployment (CPVep) is given by equation (4).

CPVep ¼
Xx

t¼1

OMt

ð1þ rÞt þ
Sx

ð1þ rÞx (4)

where operation and maintenance (OMt) and substitution (Sx) symbolize the ex post deployment stages.
In proportion to CPVea, the periodical costs incurred byOMt are discounted to present values (t5 0) with
a periodic interest rate (r). If the organization decides to withdraw from using RPA, it takes place in the
period marked with “x”. Sx contains the residual costs of abandonment and substitutive process
engineering, which are discounted as a lump sum from the last period.

OMt, which is typically the longest stage in RPA projects, can be further itemized to subcomponents
according to equation (5).

OMt ¼ q1
SL

n
þ q2

OL

n
þ q3

AL

n
þ q4

UL

n
þMt (5)
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where studio license (SL), orchestrator license (OL), attended robot license (AL) and unattended robot
license (UL) stand for annual licensing fees that the organization is invoiced by an RPA vendor or a
service partner depending on the contract. Dividing each fee by the number of compounding periods per
annum (n) and then multiplying it by periodic license quantity (qz), the total cost of licensing for each
period can be determined. Maintenance costs (Mt) comprise service costs and fees (in case of outsourcing
to a service partner) that originate from e.g. hosting, bug fixing and updating the software. CPVep can
now be reformulated as per equation (6).

CPVep ¼
Xx

t¼1

q1SLþ q2OLþ q3ALþ q4UL

nð1þ rÞt þ
Xx

t¼1

Mt

ð1þ rÞt þ
Sx

ð1þ rÞx (6)

Establish Measures for Comparison
The cumulative present value (CPV) for the entire timespan of the RPA investment is calculated by
summing up CPVea and CPVep as shown in equation (7).

CPV ¼ CPVea þ CPVep (7)

As CPV only reveals the overall costs of the investment, a measure that is comparable against the status
quo (when t5 0) is required so that an informed investment decision can bemade. Thus, CPV needs to be
converted to an equivalent periodic cost (EPC), which, in terms of conventional investment calculus, is
the annuity of CPV given by equation (8).

EPC ¼
�

r

1� ð1þ rÞ−x
�
CPV (8)

When CPV is known, the periodic cost difference (PCD) can be determined from equation (9).

PCD ¼ CPC �
�

r

1� ð1þ rÞ−x
�
CPV (9)

where current periodic costs (CPC) are compared against EPC. As software robots are replacing human
employees to carry out certain types of business processes, CPC comprises salaries, indirect employee
costs and expenditure related to current equipment and facilities. Depending on the number of
compounding periods per annum, the periodic terms can be renamed to reflect the selected approach to
compounding (e.g. EPC to EQC to denote “equivalent quarterly cost”).
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