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Abstract

Purpose – This paper aims to identify ethical challenges of using artificial intelligence (AI)-based accounting
systems for decision-making and discusses its findings based on Rest’s four-component model of antecedents for
ethical decision-making. This study derives implications for accounting and auditing scholars and practitioners.
Design/methodology/approach – This research is rooted in the hermeneutics tradition of interpretative
accounting research, in which the reader and the texts engage in a form of dialogue. To substantiate this
dialogue, the authors conduct a theoretically informed, narrative (semi-systematic) literature review spanning
the years 2015–2020. This review’s narrative is driven by the depicted contexts and the accounting/auditing
practices found in selected articles are used as sample instead of the research or methods.
Findings – In the thematic coding of the selected papers the authors identify five major ethical challenges of
AI-based decision-making in accounting: objectivity, privacy, transparency, accountability and
trustworthiness. Using Rest’s component model of antecedents for ethical decision-making as a stable
framework for our structure, the authors critically discuss the challenges and their relevance for a future
human–machine collaboration within varying agency between humans and AI.
Originality/value – This paper contributes to the literature on accounting as a subjectivising as well as
mediating practice in a socio-material context. It does so by providing a solid base of arguments that AI alone,
despite its enabling and mediating role in accounting, cannot make ethical accounting decisions because it
lacks the necessary preconditions in terms of Rest’s model of antecedents. What is more, as AI is bound to pre-
set goals and subjected to human made conditions despite its autonomous learning and adaptive practices, it
lacks true agency. As a consequence, accountability needs to be shared between humans and AI. The authors
suggest that related governance as well as internal and external auditing processes need to be adapted in terms
of skills and awareness to ensure an ethical AI-based decision-making.
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Introduction
Companies and financial service firms alike increasingly use Artificial Intelligence (AI) to
aggregate and transform data from various sources and derive better decision-relevant
information in complex environments (Jarrahi, 2018; Joseph andGaba, 2020) to gain economic
benefits. AI can be seen as an umbrella term in this global mega-trend that includes Big Data
approaches (Gepp et al., 2018; Salijeni et al., 2018) and sophisticated machine learning
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algorithms (Kellogg et al., 2020; Lindebaum et al., 2020) to learn from the data and model the
future (Chen et al., 2012; Earley, 2015).

Advanced AI-based accounting software (Ristolainen, 2017) also cannot easily be
compared to classic accounting information systems, as it constantly changes its own
design and programming through learning and gradually matches the cognitive
capabilities of humans in certain tasks (Munoko et al., 2020; Vasarhelyi et al., 2017). At
the same time, the speed of processing data already outmatches any human workforce
(Raisch and Krakowski, 2021) when it comes to the more repetitive, yet cognitive
demanding tasks in accounting and auditing (Cooper et al., 2019; Kokina and Blanchette,
2019). As an example, the identification of key contract terms of complex lease, loan and
other debt contracts for classification under IFRS 9 are now executed by AI-empowered
smart robots (Cooper et al., 2019) [1] in far less time. The implied agency of AI, such as in the
above mentioned autonomous IFRS classification, raises several questions, e.g. on the
accountability (Bebbington et al., 2019), the traceability of such a classification and
the underlying ethical dimensions concerning the impact on workforce and society
(Jarrahi, 2018; Munoko et al., 2020). As Gunz and Thorne (2020) state: “Of particular
concern to those who address ethical considerations in the workplace is what has become
known as a responsibility gap; that is, the extent to which or the possibility that the adoption of
technology will lead to the abdication of ethical responsibility for the consequences of decisions
by real people, and here, accountants and taxpayers” (p. 153).

Accordingly, the societal and ethical implications of AI have also been picked up by
policymakers, for example as noted in the European Union (EU) AI strategy (Csernatoni,
2019) or in the OECD guidelines (Boza and Evgeniou, 2021). In these, policymakers demand
that AI benefits people and the world, ensures a fair society, has transparent and responsible
disclosure, be robust, secure and safe throughout their lifetimes and have developers
accountable for its proper functioning. Of course, all this needs to be considered as
foundational to AI-based decision-making in the context of accounting, yet these motivating
terms do little to clarify the actual processes and their ethical evaluation in the scope of
accounting and auditing (Holt and Loraas, 2021).

Fitting to the nascent stage of research on this topic we find differing conceptualisations
of human–machine (AI) collaborations throughout the literature. Agrawal et al. (2019) for
example, posit that in the foreseeable future, AI will only enhance human decision-making.
In contrast (Jarrahi, 2018), Mulgan (2018) and also Lehner et al. (2021) already foresee a shift
towards partly autonomous digital actors as decision-makers in the future. Research on
ethical issues associated with AI-based decision-making (Dignum, 2018; Leyer and
Schneider, 2021; Vincent, 2021), its related algorithms (Martin, 2019b) and Big Data
(Lombardi et al., 2015) in the (broader) fields of accounting and auditing however remains
scarce apart from a few recent highlights that provide substance and a future research
agenda (Gunz and Thorne, 2020; Kellogg et al., 2020; Marrone and Hazelton, 2019).
Munoko’s et al. (2020) insights on ethics in anAI-based auditing shall be emphasised here as
example.

Consequently, we provide a comprehensive, scholarly substantiated, yet critical elaboration
of the potential ethical challenges of an AI-based decision-making in accounting. With this, we
want to assist researchers by lookingmore in-depth at the AI-based decision-making processes
and related ethical challenges. At the same time, our discussion provides managers and policy
makers a basis to make informed decisions concerning the potential organisational and
regulatory layouts for an AI-based accounting and auditing future.

Our research methodology is rooted in the hermeneutics tradition (Prasad, 2002) of
interpretative accounting research (Chua, 1988; Lehman, 2010; Lukka and Modell, 2010;
Parker, 2008). True to the sociomateriality of the matter at hand (Orlikowski and
Scott, 2008) our research embraces the interdisciplinary, paradigmatic anchoring of the
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five principal researchers, who have academic, as well as practical backgrounds in
accounting, auditing, sociology and information sciences (Dwivedi et al., 2021; Jeacle and
Carter, 2014).

Our paper is structured as follows. After providing a literature background on ethical
decision-making, we first narratively (theory-driven, semi-systematically) review and
interpret associated AI-based decision-making contexts in ABS/AJG ranked scholarly
articles from 2015 to 2020 and identify related ethical challenges in these. Second, to provide a
solid framework for our following conceptual discussion of the moral antecedents of ethical
decision-making, which includes the perspective of cognitive states (Bedford et al., 2019;
Orlitzky, 2016) of both involved humans and AI, we utilise the well-established Rest’s four-
component model of morality (Rest, 1986, 1994) and map the found challenges to it. Rest’s
model is one of the most salient ones in terms of accounting research use (Baud et al., 2019;
Lombardi et al., 2015; Lombardi, 2016; Sorensen et al., 2015). It looks at moral behaviour as a
prerequisite for ethical decision-making and builds on rational traditions while also
considering the actors’ cognitive states. This is especially important given that we expect a
human and AI collaboration in the near future, which may potentially lead to a competition
between purely rational cognition and value-based moral interpretation amongst the
involved actors, for example when it comes to levels of certainty or doubt over some
scenarios. Finally, our paper ends with a critical and normative discussion of the findings in
terms of potential future human–machine collaborations, from which we suggest theoretical
as well as practical implications and future research.

Ethical decision-making and AI in accounting
A background on ethical decision-making
In general, ethical decision-making refers to the process in which individuals use their
personal moral base to determine whether a certain action is right or wrong (Christopoulos
et al., 2016; Kish-Gephart et al., 2010; Sturm, 2015). This process is thus characterised by
moral issues and agents, both embedded in organisational and societal contexts. A moral
issue arises when an individual’s behaviour can either help or damage others. A moral
agent is an individual who acknowledges the presence of a moral issue and acts according
to their personal moral code (Zollo et al., 2016). Factors that constitute an ethical or unethical
decision vary between individuals, communities and environments (Christopoulos et al.,
2016). Thus far, two main approaches have emerged in the literature on ethical decision-
making: rational (connected to measurable outcomes) and intuitive (led by an intrinsic
morality) traditions (McManus, 2018; Zollo et al., 2016). To first reconcile both traditions,
Zollo et al. (2016) consider moral intuition as a forerunner to an ethical decision-making
process to be blended with rational moral reasoning and introduces the concept of
synderesis, as the natural capacity or disposition (habitus) of humans to generally allow a
simple apprehension of what is good. However, by introducing machine actors, this stream
of research might not be particularly helpful as the presence of a conditio humana in AI is
precisely what needs to be questioned and not assumed! What is more, given the ability of
AI to perform complex cognitive processes together with its autonomous learning and
adapting, it becomes clear that any framework to understand AI-based ethical decision-
making needs to include a perspective on the underlying cognitive states of the involved
actors.

One of the most salient models on moral processes as antecedent for ethical decision-
making in the literature is Rest’s (1986, 1994) four-component model (Fleischman et al., 2017;
Shawver and Shawver, 2018; Valentine and Godkin, 2019; Zollo et al., 2018). It is rooted in the
rational tradition as described above, but entails an awareness of actors’ cognitive states
(Hirsh et al., 2018). This model presumes that an ethical decision results when individuals
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complete the following four psychological processes: (1) attain moral awareness/sensitivity
regarding the existence of an ethical issue, (2) applymoral judgement to the problem to decide
what is right, (3) formulate and possess moral motivation to act ethically and (4) develop
moral character, that is power, to translate their ethical intent into appropriate moral
behaviour (Paik et al., 2017; Weber, 2017; Zollo et al., 2016).

Moral awareness is the first and most important component in Rest’s ethical decision-
making process because it determines whether a situation contains moral content and
can and should be considered from a moral perspective (Morales-S�anchez and Cabello-
Medina, 2013). The decision-maker in this step exhibits “sensitivity”, as referred to by
Rest (1994), towards considering others’ and their welfare. A lack ofmoral awareness can lead
to unethical decision-making due to situational, individual and motivational bias influence
(Kim and Loewenstein, 2021; McManus, 2018). For example, McManus’ (2018) paper
discusses how hubris leads to individuals’ failure to display moral awareness within their
decision-making.

Moral judgement is the second component in which the decision-maker makes a moral
judgement on an identified ethical issue, that is judgement on “what is considered as morally
correct” (Zollo et al., 2016). The decision-maker in this phase assesses “good” and “bad” (Morales-
S�anchez and Cabello-Medina, 2013) outcomes regardless of personal interest. Thus, he/she can
decide “which course of action is more morally justifiable” (Morales-S�anchez and Cabello-
Medina, 2013).

Moral motivation is the third component, which differs from moral judgement due to the
strong role of personal interests. Moral judgement allows others to assess various decision
outcomes. In contrast, moralmotivation and the resultingmoral intention (Kish-Gephart et al.,
2013; Kish-Gephart et al., 2010) are based on factors of the “self”, for example by looking at the
damage a morally correct action might cause for the actor herself. Moral intention thus also
connects to the willingness to act on the judgement. This condition may well lead to a
divergence between judgement and action, something, that is well reflected in the fictional
literature on AI, for example in Asimov’s “Three Laws of Robotics” (Anderson, 2007), which
can be summarised below:

(1) A robot may not injure or harm a human indirectly through its inaction.

(2) A robot must obey human beings’ orders, except where such orders would conflict
with the first law.

(3) A robot must protect its own existence providing this protection does not conflict
with the first and second laws.

Finally,moral character (or behaviour) is the fourth component, which involves the execution
and implementation of previously foundmoral intention (Rest, 1986, 1994). Translatingmoral
motivation and intention into moral character however also depends on individual and
environmental challenges (Hannah et al., 2015) and the given agency. Such agency for AI in
accounting would involve conferring formal decision-making power to the AI-based
accounting system and necessitates the trust of those following its recommendation.

Rest’s established four component model as a framework for ethical decision-making as a
process will provide a proven structure for us to evaluate the specific influence of the identified
ethical challenges in anAI-based future and guide our normative thinkingwhenwe summarise
and elaborate on the potential future of human–machine collaboration in accountancy.

AI and ethical decision-making in the accounting and auditing literature
Gong (2016) focuses on ethical decision-making in accounting in his critical book review. He
suggests that actors and the complexity of their interactions are a major source of ethical
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dilemmas. This complexity will only be aggravated with the addition of smart, AI-based
robotic co-workers (Huang and Vasarhelyi, 2019) as actors with varying degrees of agency
(i.e. agreed power). Hence, transferring the recent insights of Dillard and Vinnari (2019) on
critical dialogical accountability to these future scenarios of robot–human interactions, it
may be interesting to determine who the responsible actors are and might be (Dalla Via
et al., 2019).

To add another dimension, Martin (2019b) researches complex algorithms used in
machine learning as the basis of all AI actors. These algorithms (Kellogg et al., 2020) are
inherently value-laden and create positive and negative moral consequences based on ethical
principles (Brougham and Haar, 2017; Martin, 2019b). Martin (2019b) further conducts a
comprehensive ethical review about software developers as the source of these algorithms
and discusses their responsibility and accountability. AI-based algorithms’ core concept
implies that they learn independently from the available data and do not follow predefined
rules (Lindebaum et al., 2020). Therefore, data are the underlying “fuel”, and potential source
of bias, of algorithms and thus have to be accurate and meaningful during training and real-
time application (Al-Htaybat and von Alberti-Alhtaybat, 2017; Arnaboldi et al., 2017b; Baker
and Andrew, 2019; Gepp et al., 2018; Warren et al., 2015).

Munoko et al. (2020) study the ethical implications of AI in auditing. Similar to Jarrahi
(2018) they both distinguish between three scenarios of a human–machine collaboration in
their studywith varying related ethical issues. The first step of anAI implementation is called
the assisted AI, designed to “support humans in taking action”. Augmented AI is the second
step in which parts of the decision-making process are handled byAI (Losbichler and Lehner,
2021). The third step, albeit in themore distant future, is the autonomous (or strong)AI, where
AI decides which data to include for its decision-making and also has been given agency and
trust to execute these decisions (Glikson andWoolley, 2020; Lehner et al., 2021). Each of these
scenarios displays a different agency level for the AI and thus some of the components in
Rest’s model will become more or less relevant.

Research design
This paper is rooted in the hermeneutics tradition (Bleicher, 2017; Francis, 1994; Prasad,
2002) of interpretative accounting research (Chua, 1988; Francis, 1994; Lukka and Modell,
2010; Parker, 2008) and is based on a theory-driven, semi-systematic literature review. Our
interpretation of the literature follows the hermeneutic circle in which the reader and the
data engage in a form of dialogue. In this, the pre-understandings of the researchers play a
key role and are crucial for drawing meaning from the text. In our case, our research team
consists of five people from different academic backgrounds, who bring to the table
theoretical and practical accounting/auditing know-how, and an embeddedness in
sociological theory and computer/information sciences (Dumay and Guthrie, 2019; Jeacle
and Carter, 2014). Based on the above, the hermeneutic tradition also demands a critical and
reflexive attitude to identify potentially unwanted pre-conceptualisations and ideologies
and an awareness of the intrinsic transitions from conceptual pre-configurations to
configurations and ultimately to potential re-configurations upon additional texts
(Bleicher, 2017; Shalin, 2007).

The identified articles in our review are thus not meant to tell the story, but rather to
induce and inspire our own narrative on the ethical challenges by providing the situative
contexts and insights from which we can identify these. In addition, despite our strong
endeavours to achieve a form of qualitative validity, for example through inter-coder
reliability measures, it is not our claim to derive some sort of universal truth or test from our
inquires but rather to pragmatically derive insights and inspire future accounting research
from a variety of angles.
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Data collection
To build the basis and identify the ethical challenges, we follow the recommendations of
Parker and Northcott (2016) and Snyder (2019) and conduct a theoretically informed,
narrative literature review, which semi-systematically synthesises a topic through
interpretation. A semi-systematic or “narrative” review approach is designed for “topics
that have been conceptualized differently and studied by various groups of researchers within
diverse disciplines” Snyder (2019).

This approach provides an understanding of complex areas based on a qualitative content
analysis rather than measuring effect sizes. Following Snyder (2019), Denzin (2018) and Parker
andNorthcott (2016), such anundertaking allows thedetection of themes, theoretical perspectives
and theoretical concept components. In our case, these themes are the ethical challenges in
AI-based decision-making in accounting. Our protocol concerning the identification and selection
of the articles is detailed in the next section, with our thinking grounded in a theoretical sampling
strategy, employing, as Parker andNorthcott (2016) indicate, a “. . . gradual broadening of sample
selection criteria as the researcher develops their theory, particularly with a view to its encompassing
wider variations that permit theoretical generalisation”.

First, we scanned the 2018 Academic Journal Guide (AJG) (please see https://charteredabs.
org/academic-journal-guide-2018/), published by the Chartered Association of Business
Schools (ABS) for 3, 4 and 4*-rated journals from 2015 to 2020 from the fields of accounting
(auditing), economics, finance as well as information sciences and general management
(including business ethics) that had accounting related content, leading to 148 journals of
(some) relevance. Then, we used the Scopus database to search for titles and abstracts within
these previously identified journals using the keywords below.

(1) Artificial intelligence “AND” (critics “OR” critique)

(2) Artificial intelligence “AND” (challenges “OR” implications)

(3) Artificial intelligence “AND” future

(4) Artificial intelligence “AND” (ethics “OR” moral “OR” justice)

We alternatively replaced the term “artificial intelligence”with the following terms (and their
derivations) in subsequent runs:

(1) AI

(2) Decision-making

(3) Big Data

(4) Robotic process automation “OR” robot

(5) Smart machines

(6) Automation

This initial, broad-ranging search elicited 2,969 journal articles, including duplicates due to
overlapping of different search terms. Next, the duplicated articles were eliminated, leaving
2,472 articles. True to the nature of a semi-structured review, that aims for understanding and
rich insights rather than completeness or clear boundaries, we then reduced the amount of
“somewhat” relevant articles to a more manageable number that seemed to provide actual
insights (compared to for example simply describing a novel technology). We did this in two
steps: First by an interpretive reading of the abstracts, which filtered out articles irrelevant to
our deeper interest to find out more about ethical challenges in decision-making situations in
combination with the technologies as listed above. This interpretive analysis decreased our
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sample to 609 articles. In our second step, we read the remaining 609 articles’ introductions,
discussions and conclusions sections to assess whether the respective article was providing
deeper insights into ethical decision-making processes and situations. We discarded 482
articles of the 609 as these were not providing actual discussions or settings of some form of
decision-making with the help of AI or Big data.

At the same time, we also added 11 articles outside of our original sampling that were
heavily cited and seemed particularly relevant in the 609 selected articles, because they
provided further and deeper insights, regardless of their ABS/AJG journal classification.
This led to the inclusion, for example, of four articles from the International Journal of
Accounting Information Systems, a 2 rated ABS/AJG journal.

This two-step reduction (and expansion) process overall: 2,472 (discarding 1,863) → 609
(discarding 482, adding 11) → 138, resulted in our final sample of 138 articles from 43
journals. It became already clear at this stage, that some journals tend to attract certain topics,
with roughly 20% (8) of these 43 journals contributing the majority (76) of the articles. Please
see Tables 1 and 2 for a list of all journals.

Many higher-ranked dedicated accounting journals have not embraced AI or related Big
Data, whereas highly ranked management journals, for example the Journal of Business
Ethics and also some of the Academy of Management journals are already quite attentive to
this topic and context.

Data evaluation
We followed Denzin (2018) in our interpretivist approach to a thematic analysis. This approach
identifies data patterns as stories or “meaningful units”, given that language constitutes social
meaning. In other words, rather than comparing individual reports, our analysis focused on
identifying similarities and dissimilarities and resulting patterns across the narrations of the
situations in the articles. The intention was to analyse depicted situations and processes in
detail in terms of their settings and the relevance of ethical decision-making in these. From the
138 articles, 1,671 meaningful units (as detailed and exemplified in the three examples below)
were extracted for further analyses using ATLAS.TI qualitative coding software. These
meaningful units typically comprise one or few connected sentences that deal with a certain
situation or process and are clearly connected (see Table 3 for examples).

It is noteworthy that at this stage the researchers’ judgements and previous experience
may strongly influence such research. Completely preventing this situation may be futile.
Thus, we used several measures to enhance the qualitative validity of this study and included
various checks and balances (Parker and Northcott, 2016), such as protocolled inter-coder
reliability measures. Consequently, all five authors and two research assistants, read and
coded the meaningful units. For this, memos were written by the individual researchers,
based on emerging questions about potential patterns and codings (Parker and Northcott,
2016). Any disputed topics were brought up and discussed until all researchers had reached a
coding convergence. This reading and coding by such a large number of researchers was
necessary to enhance intercoder-reliability.

This data analysis method thus involved the joint interpretation of the various expressions
and manifestations of AI in decision-making situations by the five plus two coders. The 1,671
meaningful units were coded inductively and recursively (i.e. a newly emerged code found in
later stages might be applied to earlier text fragments when re-reading), resulting in 238 first-
order codes. These codes were then aggregated into 50, more comprehensive and abstract,
second-order codes, as we gradually developed a more holistic understanding of the essence of
the first-order codes. Finally, we further condensed and aggregated these second-order codes
based on their essence into five challenges of objectivity, privacy, transparency, accountability
and trustworthiness as inductive top-level themes (Denzin, 2018).
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To exemplify this process, please see Table 3, with examples of meaningful units and their
coding.

As a final step, the five plus two researchers conducted an intense two-dayworkshop, along
with two additional outside academics from sociology and accounting, referred to as “advocati
diaboli” to identify potential flaws in our thinking, andwe critically discussed the five identified
challenges and clarified their scope. In this workshop the seven researchers went through one
challenge after the other and looked at several archetypical situations inwhich these challenges
were depicted in the selected papers (see Table 4 for an indication of authors and articles). Using
these found situations and the challenges identified in these, we then debated what an ethical
decision-making process would look like in these, and how, when, and why, the identified

Name Field (AJG) AJG/ABS Number of papers

Accounting, Auditing and Accountability Journal Account 3 16
Accounting Horizons Account 3 11
Journal of Business Ethics Ethics-CSR-Man 3 11
Accounting Forum Account 3 10
The British Accounting Review Account 3 8
Business and Society Ethics-CSR-Man 3 7
Accounting and Business Research Account 3 7
Business Horizons Ethics-CSR-Man 3 6
Academy of Management Annals Ethics-CSR-Man 4 5
Academy of Management Review Ethics-CSR-Man 4* 5
Accounting, Organizations and Society Account 4* 5
MIT Sloan Management Review Ethics-CSR-Man 3 4
International Journal of Accounting Information Systems Account 2 4
MIS Quarterly Info Man 4* 3
Critical Perspectives on Accounting Account 3 3
Journal of Information Systems Info Man 3 2
Academy of Management Perspectives Ethics-CSR-Man 3 2
Contemporary Accounting Research Account 4 2
The Review of Financial Studies Finance 4* 2
Management Accounting Research Account 3 2
The Scandinavian Journal of Economics Econ 3 1
Journal of Economic Perspectives Econ 4 1
Business Ethics Quarterly Ethics-CSR-Man 4 1
Journal of Applied Accounting Research Account 2 1
Information Communication and Society Info Man 2 1
Journal of Accounting Literature Account 3 1
New Media and Society n/a Impact: 8.451 1
Accounting and Finance Account 2 1
Information Processing and Management Info Man 2 1
Journal of Business Research Ethics-CSR-Man 3 1
Harvard Business Review Ethics-CSR-Man 3 1
Behavior Research Methods n/a Impact: 7.023 1
Journal of Management Studies Ethics-CSR-Man 4 1
Management Decision Account 2 1
Decision Support Systems Info Man 3 1
Expert Systems with Applications Info Man 3 1
Information and Management Info Man 3 1
Information and Organization Info Man 3 1
Corporate Governance: An International Review Finance 3 1
Financial Analysts Journal Finance 3 1
Journal of Financial Services Research Finance 3 1
Computational Statistics and Data Analysis Econ 3 1
California Management Review Ethics-CSR-Man 3 1
Count: 43 Count: 138

Table 1.
List of all 43 article-
contributing journals,
in grey, source of 80%
of articles
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challenges would inhibit it. For this, we mapped these challenges to our chosen framework of
the four components of Rest’s process model to provide a solid theoretical anchoring for our
debates and bring in a well-established structure of the processes and antecedents of ethical
decision-making. Thus, while the challenges evolved inductively through the interpretation
and aggregation of the coded meaningful units (second order codes to themes), they were then
connected to the individual components of ethical decision-making and discussed given
different scenarios of a human–machine collaboration from the data.

In the following section we present our findings of the five emerged themes in detail with
examples from the data and discuss their consequences for the components in Rest’s
process model.

Characteristic Journals Articles

Field (AJG)
Account 14 72
Ethics-CSR-Man 12 45
Info Man 8 11
Finance 4 5
Econ 3 3
Other 2 2
Total count 43 138

Classification (AJG)
ABS/AJG 4 and 4* 9 25
ABS/AGJ 3 26 102
Other 8 11
Total count 43 138

Examples of meaningful units in Lewis and
Young (2019) First order codes

Second order
codes

Themes
(challenges)

“Academics and practitioners are united in
the belief that structured quantitative data
are insufficient for economic decision-
making . . .” (p. 593)

Need for unstructured
data
Insufficient data
problem for decision-
making

Big Data
Sampling
Source of Biases

Objectivity

“The proliferation of information
represents a major challenge for users in
the form of information overload. Users are
naturally concerned about the risk of
overlooking relevant information . . . and
the quantum of data is at such a level that
the feasibility of analysing it in a timely
fashion using only manual methods is
questionable” (p. 596)

Information Overload
Automation needed

Information
Overload
Source of Biases

Objectivity

“We emphasise the dangers of researchers
adopting a ‘black box’ approach to
implementing these methods and stress the
importance of transparency when
describing the steps and choices involved
in applying these techniques” (p. 606)

Black box
Process Transparency
needed

Black Boxes
Transparency

Transparency

Note(s):The article overall (based on all 13meaningful units in this article) was consequently used as evidence
for the challenges of Transparency and Objectivity

Table 2.
Insights into fields and
classifications of the 43

article-contributing
journals and articles

Table 3.
Examples of

meaningful units and
the stepwise coding
towards emerging

themes as challenges
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Challenges (as
themes)

Excerpts from the coding manual (second
order codes) Indicative authors and articles

Objectivity Objectivity, Bias, Neutrality,
Discrimination, Human Design Flaws,
Origin of Biases; Big Data Sampling, Value-
laden Algorithms, Information Overload
and Cognition

Agostino and Sidorova (2017), Arnaboldi
et al. (2017a), Buhmann et al. (2019),
Daugherty et al. (2019), Elsbach and
Stigliani (2019), Gr€oschl et al. (2017),
Kellogg et al. (2020), Leicht-Deobald et al.
(2019), Lewis and Young (2019),
Pennington et al. (2016), S�anchez-Medina
et al. (2017), Wright and Schultz (2018)

Privacy Data protection, Regulation, GDPR,
Sensitivity of Data, Data Loss, Data
Awareness, Cybercrime and Fraud,
Explainability of Data and Intellectual
Property Rights

Alles (2015), Andrew and Baker (2019,
2020), Arthur and Owen (2019), Baker
and Andrew (2019), Cai (2021), Gepp et al.
(2018), Martin (2015, 2019a, b), Martin
et al. (2019), Qin et al. (2017), Shilton and
Greene (2017), Tuttle et al. (2015), Warren
et al. (2015), West (2019), Wright and Xie
(2017)

Transparency Transparency, Decision-making Path,
Black Boxes, Uncovering Biases;
Transparency Regulations, Corporate
Secrecy, Explainability of Processes,
Traceability, Inscrutable algorithms and
Reproducibility

Albu and Flyverbom (2016), Arnaboldi
et al. (2017b), Bol et al. (2016), Buhmann
et al. (2019), Cortese and Andrew (2020),
Coslor (2016), Glikson and Woolley
(2020), Kemper and Kolkman (2019), Kerr
(2019), Leicht-Deobald et al. (2019), Lewis
and Young (2019), Martin (2019b), Martin
(2020), Mehrpouya and Salles-Djelic
(2019), Munoko et al. (2020), Ristolainen
(2017), Robertson et al. (2016), Sun and
Vasarhelyi (2018)

Accountability Accountability, Normative Accountability,
Designers’ Accountability, Accountability
Delegation, Use of Experts, Shared
Accountability, Public Accountability,
Responsibility and Auditability

Brown et al. (2015), Dillard and Vinnari
(2019), Gallhofer et al. (2015), Munoko
et al. (2020), Miller and Power (2013),
Orlikowski and Scott (2008), Ananny and
Crawford (2018), Appelbaum et al. (2020),
Arnaboldi et al. (2017b), Arthur and
Owen (2019), Bebbington et al. (2019),
Brennan et al. (2019), Brown et al. (2015),
Buhmann et al. (2019), Dalla Via et al.
(2019), Griffith (2020), Lewis et al. (2019),
Martin (2019b), Martin et al. (2019),
Munoko et al. (2020)

Trustworthiness Public Opinion, Trust in AI, Awareness of
AI, Four Stages of Trust, ABI Trust,
Systemic Trust, Human-Machine
Relationship, Influencer, Emotions, Virtual
Appearance, Humanisation of AI, Trust as
Antecedent and Trust as Moderator

Adelopo and Rufai (2018), Alarcon et al.
(2018), Chaidali and Jones (2017), Cui and
Jiao (2019), Davenport and Kokina (2017),
Etzioni (2017), Glikson and Woolley
(2020), Jarrahi (2018), Jeacle and Carter
(2011), Leitner-Hanetseder et al. (2021),
Long and Sitkin (2018), Mahama and
Chua (2016), Martin (2018), Mayer et al.
(1995), Thorpe and Roper (2017), Whelan
(2018)

Table 4.
Ethical challenges as
themes from the
thematic coding with
second order codes and
indicative authors/
articles
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Results: five challenges to AI-based ethical decision-making in accounting
Objectivity
Objectivity and related bias problems were a salient and repeating topic in our findings when
it comes to decision-making. For example, Sun (2019) writes about the application of deep-
learning in audit procedures for information identification and its challenges based on barely
traceable bias and overly complex data structures. In addition, Arnaboldi et al. (2017a)
explore social media and Big Data’s information alteration and consequently biased decision-
making processes. Leicht-Deobald et al.’s (2019) study also explains the use of AI in
evaluating people’s job and loan applications and finds ample evidence of discrimination.
Nevertheless, the literature also provides examples of how AI has helped overcome
accounting and auditing bias. For example, S�anchez-Medina et al. (2017) study the impact of a
change in norms on the going-concern status (to the better) based on auditors’ use of AI.

Looking deeper at the contexts in the articles, algorithms underlyingAI andBigDatawere
identified as the contributing factors to most ethical challenges for AI-based decisions. These
algorithms, for example, were seen to process people’s loans, warn of potential credit loss and
identify payment patterns (Buhmann et al., 2019; Kellogg et al., 2020). However, these
algorithms are the output of human work, and the supplied data stems from the past and is
often selected by humans, hence bearing the potential of bias. Consequently, rather than
askingwhether AI can be objective, the questions could be as follows: How can humansmake
objective algorithms? Is the data they feed the algorithms free of inherent bias? Training an
AI system to ignore race, gender and sexual orientation and make its loan decisions based on
other information is possible. However, such a system can only be created with the help and
moral awareness of human experts who create and train AI systems.

This particular challenge of objectivity thus mainly impacts the second and third
components: moral judgement and moral motivation in Rest’s model as both will be flawed
given biased information or algorithms. It needs to be dealt with accordingly, for example
through clear guidelines and awareness building for developers and employees. On the other
hand, AI can also provide opportunities to overcome human bias, as Daugherty et al. (2019)
for example state, “What if software programs were able to account for the inequities that have
limited the access of minorities to mortgages and other loans? In other words, what if our
systems were taught to ignore data about race, gender, sexual orientation, and other
characteristics that are not relevant to the decisions at hand? ” (p. 60)

Privacy (and data protection)
Privacy and related data protection problems were found to be another key challenge
associated with adopting AI-based decision-making in an accounting setting (Martin, 2019a;
West, 2019; Wright and Xie, 2017). Privacy is one of the most salient drivers of ethical
concerns due to the rapid and largely unregulated increase in Big Data for use in AI-based
systems (Arthur and Owen, 2019; Shilton and Greene, 2017). As AI evolves and chooses the
sources of its data autonomously, its use of personal information is achieving a new level of
power and speed that may not easily be comprehendible by users nor transparent.
Conceptualising this, Martin (2019a) for example states: “. . . the results here suggest
consumers retain strong privacy expectations even after disclosing information. Privacy
violations are valued akin to security violations in creating distrust in firms and in consumer
(un)willingness to engage with firms” (p. 65). Strongly related to this, Wright and Xie (2017)
focus on the importance of expectation management and state: “Companies can effectively set,
and re-affirm, privacy expectations via consent procedures preceding and succeeding data
dissemination notifications” (p. 123).

Research on privacy in the context of algorithmic AI is limited as researchers have mostly
focused on data privacy and violations in general (West, 2019). Big Data has been at the
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foundation of this research (Alles, 2015; Warren et al., 2015) due to its increasing introduction
into the specific context of accounting and auditing (Baker and Andrew, 2019). For example,
Gepp et al. (2018) write about Big Data techniques in auditing research and practice and
explore current trends and future opportunities.

When it comes to privacy and data protection, Blockchains are often seen as an accounting
and auditing innovation, given its data storage in a secure, distributed ledger (Cai, 2021;
McCallig et al., 2019). Blockchains provide tamper-proof encrypted storage of data that also
allows traceability of who has entered and changed the data. Such traceability is important for
auditing and creates transparency for the storeddata and is also important for building trust, as
will be discussed later.Moll andYigitbasioglu (2019) see that access to distributed ledgers in the
blockchain and Big Data with algorithmic AI will automate decision-making to a large extent.
These technologies may significantly improve financial visibility and allow more timely
intervention due to the perpetual nature of accounting. However, contrary to data protection,
the impact of leaked documents to prevent fraudulent activities (for example in Wikileaks)
should not be underestimated as Andrew and Baker (2020) examine in the context of US oil
interests in Nigeria. Moreover, West (2019) proposes the term “data capitalism” and examines
how surveillance and privacy logics are currently being redefined. He states: “Data capitalism is
a system inwhich the commoditization of our data enables an asymmetric redistribution of power
that is weighted toward the actors who have access and the capability to make sense of
information” (p. 20). The challenge of privacy thus interfereswith the third component in Rest’s
model,moral motivation, as it includes deliberate and non-deliberate violations.

Widespread criticism towards under- and over-regulation of data protection (Huerta and
Jensen, 2017), specifically in the European Union’s (EU) General Data Protection Regulation
(GDPR) can be seen as a good indicator of politicians’ and experts’ difficulty of foreseeing the
development of digital, data-driven, AI-based business models, for example those used in
FinTechs. So far, in the USA, there is no similar regulation on data protection, aside from some
cover within the California Consumer Privacy Act 2020 and the proposed Algorithmic
Accountability Act. In Australia, the Australian Privacy Act 1988 however is comparable to the
GDPR. Article 22 of theGDPR further grants the right of a human interventionwhen it comes to
decisions. In other words, individuals have a right to ask a human to review the AI’s decision-
making to determine whether or not the system has made a mistake. This places a legal
obligation on the business to be able tomake such a judgementwhich requires the explainability
ofAI-based decisions. Such judgementswould need traceability of the factors that influenced the
decision and also transparency concerning the inner workings of the algorithms behind the
decisions. The broad scope and impact of this demanded transparency is discussed next.

Transparency
(In)transparency as a challenge to AI-based decision-making became often only indirectly
evident in the scenarios. One of the reasons for this may be the severe under specification of
the nature and scope of transparency. In these cases, transparency was often only described
as an important boundary condition for other concepts such as trust or accountability.
Glikson and Woolley (2020) for example (referring back to Pieters (2011)) explore the role of
transparency in facilitating trust and confidence in AI.

In addition to data transparency concerning its collection, creation, manipulation and use
(Albu and Flyverbom, 2016), the literature allowed us to identify another major problem
which is that algorithms and consequently the resulting decisions are often not transparent
and explainable (Buhmann et al., 2019; Martin, 2019b). Neural networks as backbones for AI
(Ristolainen, 2017) are often identified as black boxes based on proprietary code and
structures (sometimes even implemented in discrete, untransparent hardware devices), which
technology companies are unwilling to share with the public. These artificial neural networks
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include biologically inspired algorithms modelled loosely on the human brain for deep,
reinforcement based learning (Sun, 2019; Sun and Vasarhelyi, 2018). This reinforcement
learningmeans that the AI learns from the outcomes in comparison to its predictions. Thus, a
neural-network-based, deep-learning AI constantly adapts and changes its behaviour based
on environmental responses. However, such environmental influences are highly complex
and partially random. In these, AI’s behaviour can be seen as neither deterministic nor
transparent (see for example Glikson and Woolley (2020)). AI’s lack of transparency also
makes it difficult to uncover any potential biases (see the objectivity challenge above), which
may come either from the algorithmic code or from the data withwhich an algorithm has been
trained (accidentally or deliberately learnt later on). Therefore, it needs constant monitoring
and traceability to decide the source of the identified bias.

Technology firms have increasingly become conscious of this topic after several scandals.
Consequently, these firms, for example Google, recently published videos and other material to
raise ethical awareness regarding the lack of transparency in algorithms (Leicht-Deobald et al.,
2019).Moreover, auditing standards nowoften demand that the auditorwill be held liable for an
audit failure based on accounting and auditing information system decisions. This situation
additionally emphasises the need for transparent and explainable AI decision-making that
provides traceability and auditability of its algorithms (Munoko et al., 2020). That said, even if
such traceability would be technically achievable, if it may not be explainable in easy terms or
understandable by most professionals (including auditors), it would still be of limited use.
Consequentially, knowledge of the underlying concepts of AI algorithms, their use scenarios
and their limitations are required to ensure explainability and thus transparency of algorithms.
Yet, concerning the algorithms, even software developers struggle because of highly complex
code that has accumulated over time and in different teams.

From another, contrarian perspective, complete transparency in certain situations may be
neither possible nor desirable (Martin, 2019b; Robertson et al., 2016) as it may violate privacy
(see literature in the previous section), subjectivise employees (see for example (Mehrpouya and
Salles-Djelic, 2019)) or reveal trade secrets. Thus, the demand for, and level of transparency
differs between cases (Kemper and Kolkman, 2019). For example, the transparency needed for
corporate social responsibility (Cortese and Andrew, 2020) differs from that for an algorithm
that decides where to place an advertisement (Albu and Flyverbom, 2016) or whom to hire
(Glikson and Woolley, 2020). From an organisational perspective, Albu and Flyverbom point
out: “In most accounts, transparency is associated with the sharing of information and the
perceived quality of the information shared. This narrow focus on information and quality,
however, overlooks the dynamics of organizational transparency” (p. 268)

Finally, it is important to be aware of the fact that if all the processes involved in an algorithm’s
decisions are made transparent, people could begin to easily manipulate the (self-learning)
algorithms based on that understanding (Arnaboldi et al., 2017b; Leicht-Deobald et al., 2019) and
particularly influence the data fed to the algorithm in order to get “favourable” results.

Transparency as a challenge thus interferes with many components in Rest’s model, as it
can be seen as a prerequisite to achieve a moral awareness and precludes others from
assessing various decision outcomes aswould be necessary for amoralmotivation. It also can
be seen as an important precursor for accountability and trustworthiness, as discussed in the
next section, thus also impacting moral character (behaviour).

Accountability
Accountability has been well explored in the accounting and auditing literature
(Abhayawansa et al., 2021; Ahn and Wickramasinghe, 2021; Cooley, 2020). Bebbington
et al. (2019) for example examine accounting and accountability in the Anthropocene and
Dalla Via et al. (2019) scrutinise how the different types of accountability (process or outcome)
influence information search processes and, subsequently, decision-making quality.

AI based
decision

making in
accounting

121



Furthermore, Brown et al. (2015) discuss how accounting and accountability can promote a
pluralistic democracy, which acknowledges power differentials and beliefs. Thoughts that
can be applied to the context of humans and AI collaborating and making decisions together.
However, few studies actually examine accountability in the context of AI-based accounting
systems apart from early but comprehensive insights fromMunoko et al. (2020) in the context
of auditing.

When software developers (and computer scientists) design an algorithm, they also design
the delegation of accountability within the decision-making process (Buhmann et al., 2019;
Martin, 2019b; Martin et al., 2019). Algorithms are sometimes designed to disassociate
individuals from their responsibility by precluding users from taking an active role within the
decision-making process. Therefore, inscrutable algorithms are autonomous and have less
human intervention. Inscrutable algorithms (Buhmann et al., 2019) designed to be difficult to
understandmay force great accountability on their designers. Furthermore, if an algorithm is
extremely complicated and difficult to understand, then the AI provider shall be held
responsible, rather than the management and auditors (Kellogg et al., 2020; Martin, 2019b,
2020; Munoko et al., 2020).

The argument that algorithms and Big Data are complicated to explain and often poorly
understood does not relieve an organisation and individual from accountability, nor from
making proper use of the data (Arnaboldi et al., 2017b). Otherwise, companies would have a
motivation to create complex systems that help them avoid accountability (Martin, 2019b;
Martin et al., 2019). From the perspectives of the individual, Arnaboldi et al. (2017b) further
state “that accountants timidly observe big data at a distance without taking the lead as expected
by accounting associations” (p. 765) and Appelbaum et al. (2020) propose a framework for
auditor data literacy and demand that “In this data-centric business environment, acquiring
the knowledge and skills of data analysis should be a current professional priority” (p. 5).

What is more, Ananny and Crawford (2018) see that even algorithm designers often
cannot explain how a complex system works in practice or which parts of the algorithm are
vital for its operation. They also add that the more an individual knows about a system’s
inner processes, the more he/she should be held accountable, similar to remarks by Arthur
and Owen (2019). Ananny and Crawford (2018) further suggest that people must hold
systems accountable by examining them, rather than privileging a type of accountability that
needs to check inside systems. Cross-examining human-machine systems allows one to see
them as sociomaterial phenomena (Orlikowski and Scott, 2008) that do not contain
complexity but enact complexity by connecting to and intertwining with human and
non-human assemblages (Lewis et al., 2019; Miller and Power, 2013).

Understanding that humans’ responsibility is not limited to the use of AI algorithms can
be seen as the first step towards promoting ethical AI-based systems. Numerous human
impacts are embedded in algorithms, including auditors’ criteria choices, the selection of
training data, semantics and increasingly visual interpretation. Therefore, ethical algorithmic
accountability must consider algorithms as objects of human creation and interaction and
moral intent, including the intent of any group or institutional processes that may influence
an algorithm’s design or data feed. Lastly, human actors’ agency (including power
differentials) must also be consideredwhen they interpret algorithmic outputs in the course of
making higher-level decisions. This also means to focus on the coordination of
responsibilities between accountants/auditors and specialists (Griffith, 2020) and needs to
be strongly embedded in the “good governance” of such technologies. For example Brennan
et al. (2019) find that challenges to good governance such as: “the accountability towards data
ownership, having a voice in questioning data integrity or privacy around performance
evaluations and assurance of such data become critical ” (p. 10).

While in traditional organisational settings human agency is well connected to
accountability, it seems far less clean cut in the context of AI-based decision-making.
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Thus, the challenge of accountability impacts the first, third and fourth components of Rest’s
model. First, moral awareness needs to be implemented by humans, thus for any ethical
decision-making, we first have to ensure accountability for developers of algorithms and
providers of data. Second, as personal interests are generally influenced by the level of
accountability, it influences any moral motivation in human-machine settings. Third, as
decision-making in AI is based on all three factors: human-made algorithms applied within AI,
partly human-supplied, partlyAI-selected data as a basis, and thedelegation anddistribution of
agency between humans and AI as decided by humans, any normative calls for moral
behaviour will need to understand accountability as rooted in the complex interplay between
the various involved actors and see AI decision-making as embedded in a sociodynamic,
sociomaterial system (Lawrence and Phillips, 2019; Orlikowski and Scott, 2008).

Trustworthiness
Trust is broadly defined as an individual’s willingness to be vulnerable to another person
(Martin, 2018). Trust is also strongly related to control, in other words to “mechanisms used by
individuals and organizations to specify, measure, monitor, and evaluate others’ work in ways
that direct them toward the achievement of desired objectives” (Long and Sitkin, 2018, p. 725).

In accounting and auditing, trust has been studied at three levels: an individual’s general
trust disposition, trust in a specific firm and institutional trust in a market or community
(Adelopo and Rufai, 2018; Chaidali and Jones, 2017; Glikson andWoolley, 2020; Mahama and
Chua, 2016; Whelan, 2018). The concept and design of technology, the surrounding
communication and the context of firms that employ technology can influence users’
perception of its trustworthiness. Certain designs may inspire consumers to overly trust a
particular technology in their interaction with the system, often through the lure of
gamification (Thorpe and Roper, 2017). Martin et al. (2019) state that this scenario can be
considered the fourth level of trust. Trustworthiness (Cui and Jiao, 2019) in AI is not only
about what a system or decision-making process states it will do (integrity, ability) but also
about having confidence that if the system’s process cannot be understood, it will still be done
in amanner that supports human interests (benevolence) (Mayer et al., 1995).What is more, as
Glikson and Wolley point out (2020): “Users are not always aware of the actual technological
sophistication of AI; while in some cases highly intelligent machines are acting in their full
capacity, in others the capability may not be fully manifest in their behaviour” (p. 628)

The literature provides a variety of views on trust challenges related to AI, mostly related
to the biases stemming from algorithms. As discussed, these biases can stem from issues
related to responsibility, unethical use of shared data, transparency problems and the lack of
accountability (Glikson and Woolley, 2020). According to a study of US consumers, people
generally tend not to trust AI’s decisions (Davenport and Kokina, 2017). The reason is that
most people are not aware of howadvanced algorithmswork or how they come to conclusions.
This brings with it the further notion of a propensity of trust (Alarcon et al., 2018), which has
not been addressed in research on AI so far, in other words whether the individual’s ability to
trust would change between human and machine actors as counterparts and recipients in the
context of accounting.

In addition, trustworthiness and corresponding trust were seen to be highly relevant to
human–AI relationships because of the perceived risk embedded in these relations and the
complexity and non-determinism of AI behaviour (Etzioni, 2017; Jeacle and Carter, 2011).
Although an algorithm is initially designed by humans, AI systems that learn on their own
are not explicitly taught under any moral guidance. Accounting professionals using AI often
have no choice but to trust these systems. Normally, the basic unit of trust between humans is
the physical appearance of the trustee. However, given that AI is intangible, AI embedment
plays an important role in trust development between humans and AI (Glikson andWoolley,
2020). Successfully integrating AI systems into the workplace critically depends on how
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much employees trust AI (Jarrahi, 2018) and a humanisation of the technological actors seems
to help. Hence, AI-based robots are given human names (e.g. Roberta) and communicate in
ways that are familiar to office workers (Leitner-Hanetseder et al., 2021).

Trust and more specifically trustworthiness in this case can be seen as catalyst for any
agency and meaningful engagement and thus as a necessary prerequisite for moral
behaviour. If humans do not trust the decision-making processes of AI in accounting that are
running in the background, then these decisions will not be taken up (lack of institutional
trust). What is more, even if AI is trusted enough to come to the right conclusions and make
the right decisions, a distrust by humans based on rational factors (e.g. lack of ethical
guidelines forAI decisions) or irrational ones (e.g. refusal to take orders frommachines) might
compromise the execution of such decisions (lack of organisational trust). Thus, besides
acting as a catalyst formoral behaviour in the Restmodel, the different forms of trust can also
be seen as strong moderators of all other ethical challenges and thus always indirectly
concern all four components in our ethical decision-making model.

Summing up, not all of the identified ethical challenges influence Rest’s four components
for ethical decision-making equally, as summarised and illustrated in Figure 1. While
trustworthiness can be seen as a catalyst and a prerequisite to overcome any of the other four
potential challenges, the other challenges typically predominantly (but not exclusively)
influence only one or two components. Another interesting case was the challenge of
transparency, which was seen to moderate the impact of an objectivity related challenge on
the moral judgement and moral motivation components and also builds an antecedent for
accountability.

Figure 1.
Findings summarised:
ethical challenges and
their potential relations
to Rest’s model
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One word of caution, while we were able to identify potential impacts of the challenges on an
ethical decision-making process, the strength of these impacts on the individual components
in Rest’smodel howevermay bemoderated by the level of human–machine collaboration and
related tasks and agency distributions (Jarrahi, 2018; Munoko et al., 2020).

Discussion: contributions, implications and outlook
In the previous section we examined the identified dominant ethical challenges and their
impact on different components in Rest’s ethical decision-making process. In an ideal setup of
human–machine collaboration, the human brain could ideate and make the final decisions,
whereas AI would combine and analyse raw data and present the resulting information
tailored automatically for different purposes (Raisch andKrakowski, 2021).What is more, the
detailed examination of the individual components in Rest’s model also demonstrates the
necessity for future accounting leaders to understand how tomake competent and situational
use of AI (Brougham and Haar, 2017; Leitner-Hanetseder et al., 2021) and where the limits of
AI might be (Losbichler and Lehner, 2021). Organisations would have to ensure a humanistic
human–machine relationship by carefully guiding and governing the related processes.

One takeaway from the combined insights of this researchmight be the necessity to create
(or broaden the scope) of an intra-firm governance committee to oversee and (internally) audit
AI-based processes and related Big Data. This committee could critically examine
algorithmic development, AI learning through presented data as well as the training of
respective users; and subsequently review the decisions made in such humanmachine
symbioses. Such an AI-governance committee could also develop ethical guidelines for the
future of more autonomous AI and identify the related potential damage of AI-based
algorithms a priori to come up with specific regulations. Future research on this would need
to combine humanistic, legal/governance, accounting/auditing and information sciences
perspectives to tackle questions such as the nature of fairness in AI, of good (model)
governance of Big Data or the best practices concerning the development, training and use of
AI-based accounting systems (Andreou et al., 2021; Brennan et al., 2019; Cullen and Brennan,
2017). Such endeavours would also connect well to ongoing research and practice on
corporate sustainability accounting and reporting (Grisard et al., 2020; Mitnick et al., 2021)
concerning environmental, social and governance (ESG) factors. After all, Big Data and AI
will have a strong influence on the sustainability of a firm and may even be instrumental in
the assurance of sustainability reports (Boiral et al., 2019; Silvola and Vinnari, 2021).
Consequently, we expect the good (model) governance of AI and Big Data to become part of
future assurance practises (similar to auditing risk models) and influence at least the G score
of the ESG factors.

This article further contributes to the literature on accounting as subjectivising but at the
same time mediating practice in a socio-material context (Miller and Power, 2013). It does so
by providing a solid base of arguments that on the one hand, an AI-based accounting system
as hybrid, networked actor with evaluative power over others cannot make ethical decisions
on its own because it lacks the necessary preconditions in terms of Rest’s model of
components as antecedents. On the other hand, we also find that AI provides very strong
support to other actors and enhances overall systemic decision-making by linking often
widely dispersed actors and further data-rich arenas that were previously inaccessible
because of cognitive limitations. What is more, as AI is bound to pre-set goals and still
subjected to humanmade conditions despite its autonomous learning and adaptive practices,
it will always lack true autonomous agency even if suchwould be formally bestowed (Murray
et al., 2021; Tasselli and Kilduff, 2021; ter Bogt and Scapens, 2019).

An ethical AI-based decision-making process needs to start in the development phases of
its underlying algorithms, demanding developers’ moral awareness in the design phase to
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allow for later explainability and auditability. In other words, if the first and vital component
of moral awareness is not enacted during an algorithm’s design process, then all following
process steps may fail. In the context of Weberian notions of formal and substantive
rationality, Lindebaum et al. (2020) thus recognise algorithms as supercarriers of
formal rationality (ter Bogt and Scapens, 2019). Algorithmic decision-making enforcing a
formal rationality may imply the end of human (and thusmoral) choices, not only through the
suppression of substantive rationality but also through the transformation of substantive
rationality into formal rationality via formalisation. In other words, the aim of achieving
ethical AI poses challenges predominantly to its specific formalisation (Eccles, 2016;
Lydenberg, 2013) as in order to “teach” AI-based algorithms human morality, this morality
must first be conceptualised (formalised) in amanner that can be learnt, thus processed, by an
algorithm (Lindebaum et al., 2016; Lindebaum et al., 2020).

Following our conversation in the previous paragraph on the accountability of algorithms,
it becomes clear that allocating decision-making power solely to AI will result in unethical
decisions (Kovacova et al., 2019; Leicht-Deobald et al., 2019; Lindebaum et al., 2020; Zollo et al.,
2016) and the way forward may be a human–machine symbiosis with careful checks and
balances in place. Additional research on the nature of this transformation in accounting is
urgently needed (Munoko et al., 2020), particularly bringing in critical voices and perhaps also
a turn towards normative thinking of how we want to create our future in the identified
human–machine symbiosis. A further, related discussion on the societal values that would
guide AI implementation and decision-making in accounting seems necessary. Does a short-
term shareholder value goal setting even provide the “right” guidance for AI systems in their
decision-making? Current “human” managerial mitigation and a subjective stakeholder
orientation based on moral and zeitgeist awareness may be completely missing in such
decision-making. In otherwords, would the rationalism ofAI, which strictly follows the learnt
rules of the game, not inevitably lead to an unwanted dystopia based on inherent, yet partly
veiled and mitigated, value schemes in our society?What is clear though is that from a socio-
material perspective (Orlikowski, 2016), AI as accounting apparatus with its numerous
embedded instruments of valuation will inevitably shape both values and valuers
(Kornberger et al., 2017; Salijeni et al., 2021).

An interesting perspective for future theoretical research in this area can also be found in
the calls for amore dialogic accounting (DA), following for example Manetti et al. (2021). True
to the (necessary) interdisciplinary and critical nature of research into the ethical decision-
making in future scenarios of human–machine collaboration, it seems prudent to rethink the
nature of accounting information as a whole. Furthermore, the societal implications of an
AI-based decision-making, together with the multi-modal, technology-driven turn in
(sustainability) reporting (Busco and Quattrone, 2018; Larrinaga and Bebbington, 2021;
Quattrone et al., 2021) might benefit from the inclusion of and dialogue with the stakeholders
in specific decision-making processes.

Besides the theoretical, there are very clear practical implications of our findings and
debate. As AI becomes stronger, additional guidelines and organisational structures need to
be developed to maintain control of it while profiting from its strengths and versatility.
Humansmust always continue to exercise control over the execution of AI-based decisions to
ensure moral behaviour and continuously examine the outcomes and arising ethical
implications of AI decision-making. Simply implementing “textbook” boundaries in an
AI-based accounting system will lead to a dystopia, because of the inevitably rational and
morally devoid, albeit highly efficient execution by the machines. Accounting and auditing
scholars interested in the larger societal implications of auditing as a practice and institution
must however consider such a possibility to stay motivated in further exploring the
ethical dimensions of AI-based technologies in our field. From a functionalist perspective,
Asimov’s three laws of robotics inevitably fall short when it comes to decision-making in a
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formalised accounting system that does not regard humans as more than consumers or a
labour force.

Conclusion
We set out to provide a comprehensive, substantiated and critical conversation of the
potential ethical challenges of AI-based decision-making in the larger area of accounting to
assist researchers in driving the agenda forward and to allow policymakers and managers to
make informed decisions concerning organisational challenges and necessary adaptions.

Looking deeply into the identified potential challenges, and the potential impact of these
on the antecedents of ethical decision-making (based on Rest) in a human–machine
collaboration, we have identified some key areas to focus on. The most salient ones were the
importance of achieving transparent and auditable algorithmic designs, the importance of
achieving trustworthiness, and the inevitably shared accountability between humans and AI
because of their shared agency.

AI changes our profession and its organisational and societal relevance rapidly. While
scholars and practitioners agree on the significance of ethical perspectives in our
understanding of this change, and regulators discreetly stipulate human accountability
even in complexAI scenarios, many of the connected debates remain on the surface.With this
article we wanted to raise awareness of the necessity to look deeper into the specifications,
processes and antecedents of ethical decision-making to address arising challenges by acting
on a granular level.

From a normative perspective, after working for more than two years with the material, the
five authors are unanimous in their opinion that the only humanist way forward is to aim for
and create a scenario of a human–AI collaboration in accounting that still allows humans and
societal values to guide certain decisions. In this, power and agency of humans and AI need to
be carefully balanced, otherwise ethical decision-making cannot be assured in the future.

Note

1. To better illustrate this context, we suggest the reader watch this short video of an AI-based
accounting system https://tinyurl.com/aaaj-aicontext.

References

Abhayawansa, S., Adams, C.A. and Neesham, C. (2021), “Accountability and governance in pursuit of
sustainable development goals: conceptualising how governments create value”, Accounting,
Auditing and Accountability Journal, Vol. 34 No. 4, pp. 923-945.

Adelopo, I. and Rufai, I. (2018), “Trust deficit and anti-corruption initiatives”, Journal of Business
Ethics, Vol. 163 No. 3, pp. 429-449.

Agostino, D. and Sidorova, Y. (2017), “How social media reshapes action on distant customers: some
empirical evidence”, Accounting, Auditing and Accountability Journal, Vol. 30 No. 4, pp. 777-794.

Agrawal, A., Gans, J.S. and Goldfarb, A. (2019), “Artificial intelligence: the ambiguous labor market
impact of automating prediction”, Journal of Economic Perspectives, Vol. 33 No. 2, pp. 31-50.

Ahn, P.D. and Wickramasinghe, D. (2021), “Pushing the limits of accountability: big data analytics
containing and controlling COVID-19 in South Korea”, Accounting, Auditing and Accountability
Journal, Vol. 34 No. 6, pp. 1320-1331.

Al-Htaybat, K. and von Alberti-Alhtaybat, L. (2017), “Big data and corporate reporting: impacts and
paradoxes”, Accounting, Auditing and Accountability Journal, Vol. 30 No. 4, pp. 850-873.

Alarcon, G.M., Lyons, J.B., Christensen, J.C., Klosterman, S.L., Bowers, M.A., Ryan, T.J., Jessup, S.A.
and Wynne, K.T. (2018), “The effect of propensity to trust and perceptions of trustworthiness
on trust behaviors in dyads”, Behavior Research Methods, Vol. 50 No. 5, pp. 1906-1920.

AI based
decision

making in
accounting

127

https://tinyurl.com/aaaj-aicontext


Albu, O.B. and Flyverbom, M. (2016), “Organizational transparency: conceptualizations, conditions,
and consequences”, Business and Society, Vol. 58 No. 2, pp. 268-297.

Alles, M.G. (2015), “Drivers of the use and facilitators and obstacles of the evolution of big data by the
audit profession”, Accounting Horizons, Vol. 29 No. 2, pp. 439-449.

Ananny, M. and Crawford, K. (2018), “Seeing without knowing: limitations of the transparency ideal
and its application to algorithmic accountability”, New Media and Society, Vol. 20 No. 3,
pp. 973-989.

Anderson, S.L. (2007), “Asimov’s ‘three laws of robotics’ and machine metaethics”, AI and Society,
Vol. 22 No. 4, pp. 477-493.

Andreou, P.C., Lambertides, N. and Philip, D. (2021), “Corporate governance transformation: editorial
review”, The British Accounting Review, Vol. 53 No. 4, 101020, doi: 10.1016/j.bar.2021.101020.

Andrew, J. and Baker, M. (2019), “The general data protection regulation in the age of surveillance
capitalism”, Journal of Business Ethics, Vol. 168 No. 3, pp. 565-578.

Andrew, J. and Baker, M. (2020), “The radical potential of leaks in the shadow accounting project:
the case of US oil interests in Nigeria”, Accounting, Organizations and Society, Vol. 82, 101101,
doi: 10.1016/j.aos.2019.101101.

Appelbaum, D., Showalter, D.S., Sun, T. and Vasarhelyi, M.A. (2020), “A framework for auditor data
literacy: a normative position”, Accounting Horizons, Vol. 35 No. 2, pp. 5-25.

Arnaboldi, M., Azzone, G. and Sidorova, Y. (2017a), “Governing social media: the emergence of
hybridised boundary objects”, Accounting, Auditing and Accountability Journal, Vol. 30 No. 4,
pp. 821-849.

Arnaboldi, M., Busco, C. and Cuganesan, S. (2017b), “Accounting, accountability, social media and big
data: revolution or hype?”, Accounting, Auditing and Accountability Journal, Vol. 30 No. 4,
pp. 762-776.

Arthur, K.N.A. and Owen, R. (2019), “A micro-ethnographic study of big data-based innovation in the
financial services sector: governance, ethics and organisational practices”, Journal of Business
Ethics, Vol. 160 No. 2, pp. 363-375.

Baker, M. and Andrew, J. (2019), “Big data and accounting”, Critical Perspectives on Accounting,
Vol. 59, pp. I-II.

Baud, C., Brivot, M. and Himick, D. (2019), “Accounting ethics and the fragmentation of value”, Journal
of Business Ethics, Vol. 168 No. 2, pp. 373-387.

Bebbington, J., €Osterblom, H., Crona, B., Jouffray, J.-B., Larrinaga, C., Russell, S. and Scholtens, B.
(2019), “Accounting and accountability in the Anthropocene”, Accounting, Auditing and
Accountability Journal, Vol. 33 No. 1, pp. 152-177.

Bedford, D.S., Bisbe, J. and Sweeney, B. (2019), “Performance measurement systems as generators of
cognitive conflict in ambidextrous firms”, Accounting, Organizations and Society, Vol. 72, pp. 21-37.

Bleicher, J. (2017), Contemporary Hermeneutics: Hermeneutics as Method, Philosophy and Critique,
Routledge, London.

Boiral, O., Heras-Saizarbitoria, I. and Brotherton, M.-C. (2019), “Professionalizing the assurance of
sustainability reports: the auditors’ perspective”, Accounting, Auditing and Accountability
Journal, Vol. 33 No. 2, pp. 309-334.

Bol, J.C., Kramer, S. and Maas, V.S. (2016), “How control system design affects performance evaluation
compression: the role of information accuracy and outcome transparency”, Accounting,
Organizations and Society, Vol. 51, pp. 64-73.

Boza, P. and Evgeniou, T. (2021), Implementing AI Principles: Frameworks, Processes, and Tools,
INSEAD, Fontainbleau, pp. 1-31.

Brennan, N.M., Subramaniam, N. and van Staden, C.J. (2019), “Corporate governance implications
of disruptive technology: an overview”, The British Accounting Review, Vol. 51 No. 6, 100860,
doi: 10.1016/j.bar.2019.100860.

AAAJ
35,9

128

https://doi.org/10.1016/j.bar.2021.101020
https://doi.org/10.1016/j.aos.2019.101101
https://doi.org/10.1016/j.bar.2019.100860


Brougham, D. and Haar, J. (2017), “Smart technology, artificial intelligence, robotics, and algorithms
(STARA): employees’ perceptions of our future workplace”, Journal of Management and
Organization, Vol. 24 No. 2, pp. 239-257.

Brown, J., Dillard, J. and Hopper, T. (2015), “Accounting, accountants and accountability regimes in
pluralistic societies”, Accounting, Auditing and Accountability Journal, Vol. 28 No. 5, pp. 626-650.

Buhmann, A., Paßmann, J. and Fieseler, C. (2019), “Managing algorithmic accountability: balancing
reputational concerns, engagement strategies, and the potential of rational discourse”, Journal
of Business Ethics, Vol. 163 No. 2, pp. 265-280.

Busco, C. and Quattrone, P. (2018), “Performing business and social innovation through accounting
inscriptions: an introduction”, Accounting, Organizations and Society, Vol. 67, pp. 15-19.

Cai, C.W. (2021), “Triple-entry accounting with blockchain: how far have we come?”, Accounting and
Finance, Vol. 61 No. 1, pp. 71-93.

Chaidali, P. and Jones, M.J. (2017), “It’s a matter of trust: exploring the perceptions of integrated
reporting preparers”, Critical Perspectives on Accounting, Vol. 48, pp. 1-20.

Chen, H., Chiang, R.H. and Storey, V.C. (2012), “Business intelligence and analytics: from big data to
big impact”, MIS Quarterly, Vol. 36 No. 4, pp. 1165-1188.

Christopoulos, G.I., Liu, X.-X. and Hong, Y.-Y. (2016), “Toward an understanding of dynamic moral
decision making: model-free and model-based learning”, Journal of Business Ethics, Vol. 144
No. 4, pp. 699-715.

Chua, W.F. (1988), “Interpretive sociology and management accounting research – a critical review”,
Accounting, Auditing and Accountability Journal, Vol. 1 No. 2, pp. 59-79.

Cooley, A. (2020), “Comparative analysis of online accountability practices in three sectors: private,
public and nonprofit”, Accounting, Auditing and Accountability Journal, Vol. 33 No. 6,
pp. 1423-1445.

Cooper, L.A., Holderness, D.K., Sorensen, T.L. and Wood, D.A. (2019), “Robotic process automation in
public accounting”, Accounting Horizons, Vol. 33 No. 4, pp. 15-35.

Cortese, C. and Andrew, J. (2020), “Extracting transparency: the process of regulating disclosures for
the resources industry”, Accounting, Auditing and Accountability Journal, Vol. 33 No. 2,
pp. 472-495.

Coslor, E. (2016), “Transparency in an opaque market: evaluative frictions between ‘thick’ valuation
and ‘thin’ price data in the art market”, Accounting, Organizations and Society, Vol. 50, pp. 13-26.

Csernatoni, R. (2019), An Ambitious Agenda or Big Words? Developing a European Approach to AI,
Egmont Royal Institute for International Relations, Brussels.

Cui, Y. and Jiao, H. (2019), “Organizational justice and management trustworthiness during
organizational change: interactions of benevolence, integrity, and managerial approaches”,
Information Processing and Management, Vol. 56 No. 4, pp. 1526-1542.

Cullen, M.M. and Brennan, N.M. (2017), “Differentiating control, monitoring and oversight”,
Accounting, Auditing and Accountability Journal, Vol. 30 No. 8, pp. 1867-1894.

Dalla Via, N., Perego, P. and van Rinsum, M. (2019), “How accountability type influences information
search processes and decision quality”, Accounting, Organizations and Society, Vol. 75,
pp. 79-91.

Daugherty, P.R., Wilson, H.J. and Chowdhury, R. (2019), “Using artificial intelligence to promote
diversity”, MIT Sloan Management Review, Vol. 60 No. 2, p. 1.

Davenport, T.H. and Kokina, J. (2017), “The emergence of artificial intelligence: how automation is
changing auditing”, Journal of Emerging Technologies in Accounting, Vol. 14 No. 1, pp. 115-122.

Denzin, N.K. (2018), The Qualitative Manifesto: A Call to Arms, Routledge, London, New York.

Dignum, V. (2018), “Ethics in artificial intelligence: introduction to the special issue”, Ethics and
Information Technology, Vol. 20 No. 1, pp. 1-3.

AI based
decision

making in
accounting

129



Dillard, J. and Vinnari, E. (2019), “Critical dialogical accountability: from accounting-based
accountability to accountability-based accounting”, Critical Perspectives on Accounting,
Vol. 62, pp. 16-38.

Dumay, J. and Guthrie, J. (2019), “Reflections on interdisciplinary critical intellectual capital accounting
research”, Accounting, Auditing and Accountability Journal, Vol. 32 No. 8, pp. 2282-2306.

Dwivedi, Y.K., Hughes, L., Ismagilova, E., Aarts, G., Coombs, C., Crick, T., Duan, Y., Dwivedi, R.,
Edwards, J., Eirug, A., Galanos, V., Ilavarasan, P.V., Janssen, M., Jones, P., Kar, A.K., Kizgin, H.,
Kronemann, B., Lal, B., Lucini, B., Medaglia, R., Le Meunier-FitzHugh, K., Le Meunier-FitzHugh,
L.C., Misra, S., Mogaji, E., Sharma, S.K., Singh, J.B., Raghavan, V., Raman, R., Rana, N.P.,
Samothrakis, S., Spencer, J., Tamilmani, K., Tubadji, A., Walton, P. and Williams, M.D. (2021),
“Artificial intelligence (AI): multidisciplinary perspectives on emerging challenges,
opportunities, and agenda for research, practice and policy”, International Journal of
Information Management, Vol. 57, 101994, doi: 10.1016/j.ijinfomgt.2019.08.002.

Earley, C.E. (2015), “Data analytics in auditing: opportunities and challenges”, Business Horizons,
Vol. 58 No. 5, pp. 493-500.

Eccles, N.S. (2016), “Remarks on Lydenberg’s ‘reason, rationality and fiduciary duty’”, Journal of
Business Ethics, Vol. 151 No. 1, pp. 55-68.

Elsbach, K.D. and Stigliani, I. (2019), “New information technology and implicit bias”, Academy of
Management Perspectives, Vol. 33 No. 2, pp. 185-206.

Etzioni, A. (2017), “Cyber trust”, Journal of Business Ethics, Vol. 156 No. 1, pp. 1-13.

Fleischman, G.M., Johnson, E.N., Walker, K.B. and Valentine, S.R. (2017), “Ethics versus outcomes:
managerial responses to incentive-driven and goal-induced employee behavior”, Journal of
Business Ethics, Vol. 158 No. 4, pp. 951-967.

Francis, J.R. (1994), “Auditing, hermeneutics, and subjectivity”, Accounting, Organizations and Society,
Vol. 19 No. 3, pp. 235-269.

Gallhofer, S., Judy Brown, P.J.D.P., Haslam, J. and Yonekura, A. (2015), “Accounting as differentiated
universal for emancipatory praxis”, Accounting, Auditing and Accountability Journal, Vol. 28
No. 5, pp. 846-874.

Gepp, A., Linnenluecke, M.K., O’Neill, T.J. and Smith, T. (2018), “Big data techniques in auditing
research and practice: current trends and future opportunities”, Journal of Accounting
Literature, Vol. 40, pp. 102-115.

Glikson, E. and Woolley, A.W. (2020), “Human trust in artificial intelligence: review of empirical
research”, Academy of Management Annals, Vol. 14 No. 2, pp. 627-660.

Gong, J.J. (2016), “Ethics in accounting: a decision-making approach”, Journal of Business Ethics,
Vol. 142 No. 3, pp. 621-623.

Griffith, E.E. (2020), “Auditors, specialists, and professional jurisdiction in audits of fair values”,
Contemporary Accounting Research, Vol. 37 No. 1, pp. 245-276.

Grisard, C., Annisette, M. and Graham, C. (2020), “Performative agency and incremental change in a CSR
context”, Accounting, Organizations and Society, Vol. 82, 101092, doi: 10.1016/j.aos.2019.101092.

Gr€oschl, S., Gabald�on, P. and Hahn, T. (2017), “The co-evolution of leaders’ cognitive complexity and
corporate sustainability: the case of the CEO of puma”, Journal of Business Ethics, Vol. 155
No. 3, pp. 741-762.

Gunz, S. and Thorne, L. (2020), “Thematic symposium: the impact of technology on ethics, professionalism
and judgement in accounting”, Journal of Business Ethics, Vol. 167 No. 2, pp. 153-155.

Hannah, S.T., Avolio, B.J. and Walumbwa, F.O. (2015), “Relationships between authentic leadership,
moral courage, and ethical and pro-social behaviors”, Business Ethics Quarterly, Vol. 21 No. 4,
pp. 555-578.

Hirsh, J.B., Lu, J.G. and Galinsky, A.D. (2018), “Moral utility theory: understanding the motivation to
behave (un) ethically”, Research in Organizational Behavior, Vol. 38, pp. 43-59.

AAAJ
35,9

130

https://doi.org/10.1016/j.ijinfomgt.2019.08.002
https://doi.org/10.1016/j.aos.2019.101092


Holt, T.P. and Loraas, T.M. (2021), “A potential unintended consequence of big data: does information
structure lead to suboptimal auditor judgment and decision-making?”, Accounting Horizons,
Vol. 35 No. 3, pp. 161-186.

Huang, F. and Vasarhelyi, M.A. (2019), “Applying robotic process automation (RPA) in auditing: a
framework”, International Journal of Accounting Information Systems, Vol. 35, 100433, doi: 10.
1016/j.accinf.2019.100433.

Huerta, E. and Jensen, S. (2017), “An accounting information systems perspective on data analytics
and big data”, Journal of Information Systems, Vol. 31 No. 3, pp. 101-114.

Jarrahi, M.H. (2018), “Artificial intelligence and the future of work: human-AI symbiosis in
organizational decision making”, Business Horizons, Vol. 61 No. 4, pp. 577-586.

Jeacle, I. and Carter, C. (2011), “In TripAdvisor we trust: rankings, calculative regimes and abstract
systems”, Accounting, Organizations and Society, Vol. 36 No. 4-5, pp. 293-309.

Jeacle, I. and Carter, C. (2014), “Creative spaces in interdisciplinary accounting research”, Accounting,
Auditing and Accountability Journal, Vol. 27 No. 8, pp. 1233-1240.

Joseph, J. and Gaba, V. (2020), “Organizational structure, information processing, and decision-making:
a retrospective and road map for research”, Academy of Management Annals, Vol. 14 No. 1,
pp. 267-302.

Kellogg, K.C., Valentine, M.A. and Christin, A. (2020), “Algorithms at work: the new contested terrain
of control”, Academy of Management Annals, Vol. 14 No. 1, pp. 366-410.

Kemper, J. and Kolkman, D. (2019), “Transparent to whom? No algorithmic accountability without a
critical audience”, Information, Communication and Society, Vol. 22 No. 14, pp. 2081-2096.

Kerr, J.N. (2019), “Transparency, information shocks, and tax avoidance”, Contemporary Accounting
Research, Vol. 36 No. 2, pp. 1146-1183.

Kish-Gephart, J.J., Harrison, D.A. and Trevino, L.K. (2010), “Bad apples, bad cases, and bad barrels:
meta-analytic evidence about sources of unethical decisions at work”, Journal of Applied
Psychology, Vol. 95 No. 1, pp. 1-31.

Kim, J. and Loewenstein, J. (2021), “Analogical encoding fosters ethical decision making because
improved knowledge of ethical principles increases moral awareness”, Journal of Business Ethics,
Vol. 172, pp. 307-324.

Kish-Gephart, J.J., Detert, J., Trevi~no, L.K., Baker, V. and Martin, S. (2013), “Situational moral
disengagement: can the effects of self-interest be mitigated?”, Journal of Business Ethics,
Vol. 125 No. 2, pp. 267-285.

Kokina, J. and Blanchette, S. (2019), “Early evidence of digital labor in accounting: innovation with
robotic process automation”, International Journal of Accounting Information Systems, Vol. 35,
100431, doi: 10.1016/j.accinf.2019.100431.

Kornberger, M., Pflueger, D. and Mouritsen, J. (2017), “Evaluative infrastructures: accounting for
platform organization”, Accounting, Organizations and Society, Vol. 60, pp. 79-95.

Kovacova, M., Kliestik, T., Pera, A., Grecu, I. and Grecu, G. (2019), “Big data governance of automated
algorithmic decision-making processes”, Review of Contemporary Philosophy, Vol. 18,
pp. 126-132.

Larrinaga, C. and Bebbington, J. (2021), “The pre-history of sustainability reporting: a constructivist
reading”, Accounting, Auditing and Accountability Journal, Vol. 34 No. 9, pp. 162-181.

Lawrence, T.B. and Phillips, N. (2019), Constructing Organizational Life: How Social-Symbolic Work
Shapes Selves, Organizations, and Institutions, Oxford University Press, Oxford.

Lehman, G. (2010), “Interpretive accounting research”, Accounting Forum, Taylor and Francis,
pp. 231-235.

Lehner, O., Forstenlechner, C., Leitner-Hanetseder, S. and Eisl, C. (2021), “Artificial intelligence driven
accounting as nascent field: on significant, legitimation and domination”, American Accounting
Association Annual Meeting (AAA).

AI based
decision

making in
accounting

131

https://doi.org/10.1016/j.accinf.2019.100433
https://doi.org/10.1016/j.accinf.2019.100433
https://doi.org/10.1016/j.accinf.2019.100431


Leicht-Deobald, U., Busch, T., Schank, C., Weibel, A., Schafheitle, S., Wildhaber, I. and Kasper, G.
(2019), “The challenges of algorithm-based HR decision-making for personal integrity”, Journal
of Business Ethics, Vol. 160 No. 2, pp. 377-392.

Leitner-Hanetseder, S., Lehner, O.M., Eisl, C. and Forstenlechner, C. (2021), “A profession in transition:
actors, tasks and roles in AI-based accounting”, Journal of Applied Accounting Research, Vol. 22
No. 3, pp. 539-556.

Lewis, C. and Young, S. (2019), “Fad or future? Automated analysis of financial text and its implications
for corporate reporting”, Accounting and Business Research, Vol. 49 No. 5, pp. 587-615.

Lewis, R.L., Brown, D.A. and Sutton, N.C. (2019), “Control and empowerment as an organising
paradox: implications for management control systems”, Accounting, Auditing and
Accountability Journal, Vol. 32 No. 2, pp. 483-507.

Leyer, M. and Schneider, S. (2021), “Decision augmentation and automation with artificial intelligence:
threat or opportunity for managers?”, Business Horizons, Vol. 64 No. 5, pp. 711-724.

Lindebaum, D., Geddes, D. and Gabriel, Y. (2016), “Moral emotions and ethics in organisations:
introduction to the special issue”, Journal of Business Ethics, Vol. 141 No. 4, pp. 645-656.

Lindebaum, D., Vesa, M. and den Hond, F. (2020), “Insights from ‘the machine stops’ to better
understand rational assumptions in algorithmic decision making and its implications for
organizations”, Academy of Management Review, Vol. 45 No. 1, pp. 247-263.

Lombardi, L. (2016), “Disempowerment and empowerment of accounting: an Indigenous accounting
context”, Accounting, Auditing and Accountability Journal, Vol. 29 No. 8, pp. 1320-1341.

Lombardi, D., Issa, H. and Brown-Liburd, H. (2015), “Behavioral implications of big data’s impact on
audit judgment and decision making and future research directions”, Accounting Horizons,
Vol. 29 No. 2, pp. 451-468.

Long, C.P. and Sitkin, S.B. (2018), “Control–trust dynamics in organizations: identifying shared
perspectives and charting conceptual fault lines”, Academy of Management Annals, Vol. 12
No. 2, pp. 725-751.

Losbichler, H. and Lehner, O.M. (2021), “Limits of artificial intelligence in controlling and the ways
forward: a call for future accounting research”, Journal of Applied Accounting Research, Vol. 22
No. 2, pp. 365-382.

Lukka, K. and Modell, S. (2010), “Validation in interpretive management accounting research”,
Accounting, Organizations and Society, Vol. 35 No.4, pp. 462-477.

Lydenberg, S. (2013), “Reason, rationality, and fiduciary duty”, Journal of Business Ethics, Vol. 119
No. 3, pp. 365-380.

Mahama, H. and Chua, W.F. (2016), “A study of alliance dynamics, accounting and trust-as-practice”,
Accounting, Organizations and Society, Vol. 51, pp. 29-46.

Manetti, G., Bellucci, M. and Oliva, S. (2021), “Unpacking dialogic accounting: a systematic literature
review and research agenda”, Accounting, Auditing and Accountability Journal, Vol. 34 No. 9,
pp. 250-283.

Marrone, M. and Hazelton, J. (2019), “The disruptive and transformative potential of new technologies
for accounting, accountants and accountability”, Meditari Accountancy Research, Vol. 27 No. 5,
pp. 677-694.

Martin, K. (2015), “Understanding privacy online: development of a social contract approach to
privacy”, Journal of Business Ethics, Vol. 137 No. 3, pp. 551-569.

Martin, K. (2018), “Trust and the online market maker: a comment on Etzioni’s cyber trust”, Journal of
Business Ethics, Vol. 156 No. 1, pp. 21-24.

Martin, K. (2019a), “Breaking the privacy paradox: the value of privacy and associated duty of firms”,
Business Ethics Quarterly, Vol. 30 No. 1, pp. 65-96.

Martin, K. (2019b), “Ethical implications and accountability of algorithms”, Journal of Business Ethics,
Vol. 160 No. 4, pp. 835-850.

AAAJ
35,9

132



Martin, M.A. (2020), “An evolutionary approach to management control systems research: a
prescription for future research”, Accounting, Organizations and Society, Vol. 86, 101186, doi: 10.
1016/j.aos.2020.101186.

Martin, K., Shilton, K. and Smith, J. (2019), “Business and the ethical implications of technology:
introduction to the symposium”, Journal of Business Ethics, Vol. 160 No. 2, pp. 307-317.

Mayer, R.C., Davis, J.H. and Schoorman, F.D. (1995), “An integrative model of organizational trust”,
Academy of Management Review, Vol. 20 No. 3, pp. 709-734.

McCallig, J., Robb, A. and Rohde, F. (2019), “Establishing the representational faithfulness of financial
accounting information using multiparty security, network analysis and a blockchain”,
International Journal of Accounting Information Systems, Vol. 33, pp. 47-58.

McManus, J. (2018), “Hubris and unethical decision making: the tragedy of the uncommon”, Journal of
Business Ethics, Vol. 149 No. 1, pp. 169-185.

Mehrpouya, A. and Salles-Djelic, M.-L. (2019), “Seeing like the market; exploring the mutual rise of
transparency and accounting in transnational economic and market governance”, Accounting,
Organizations and Society, Vol. 76, pp. 12-31.

Miller, P. and Power, M. (2013), “Accounting, organizing, and economizing: connecting accounting
research and organization theory”, The Academy of Management Annals, Vol. 7 No. 1,
pp. 557-605.

Mitnick, B.M., Windsor, D. and Wood, D.J. (2021), “CSR: undertheorized or essentially contested?”,
Academy of Management Review, Vol. 46 No. 3, pp. 623-629.

Moll, J. and Yigitbasioglu, O. (2019), “The role of internet-related technologies in shaping the work of
accountants: new directions for accounting research”, The British Accounting Review, Vol. 51
No. 6, 100833, doi: 10.1016/j.bar.2019.04.002.

Morales-S�anchez, R. and Cabello-Medina, C. (2013), “The role of four universal moral competencies in
ethical decision-making”, Journal of Business Ethics, Vol. 116 No. 4, pp. 717-734.

Mulgan, T. (2018), “Corporate agency and possible futures”, Journal of Business Ethics, Vol. 154 No. 4,
pp. 901-916.

Munoko, I., Brown-Liburd, H.L. and Vasarhelyi, M. (2020), “The ethical implications of using artificial
intelligence in auditing”, Journal of Business Ethics, Vol. 167 No. 2, pp. 209-234.

Murray, A., Rhymer, J. and Sirmon, D.G. (2021), “Humans and technology: forms of conjoined agency
in organizations”, Academy of Management Review, Vol. 46 No. 3, pp. 552-571.

Orlikowski, W.J. (2016), “Sociomaterial practices: exploring technology at work”, Organization Studies,
Vol. 28 No. 9, pp. 1435-1448.

Orlikowski, W.J. and Scott, S.V. (2008), “Sociomateriality: challenging the separation of technology,
work and organization”, Academy of Management Annals, Vol. 2 No. 1, pp. 433-474.

Orlitzky, M. (2016), “How cognitive neuroscience informs a subjectivist-evolutionary explanation of
business ethics”, Journal of Business Ethics, Vol. 144 No. 4, pp. 717-732.

Paik, Y., Lee, J.M. and Pak, Y.S. (2017), “Convergence in international business ethics? A comparative
study of ethical philosophies, thinking style, and ethical decision-making between US and
Korean managers”, Journal of Business Ethics, Vol. 156 No. 3, pp. 839-855.

Parker, L.D. (2008), “Interpreting interpretive accounting research”, Critical Perspectives on
Accounting, Vol. 19 No. 6, pp. 909-914.

Parker, L.D. and Northcott, D. (2016), “Qualitative generalising in accounting research: concepts and
strategies”, Accounting, Auditing and Accountability Journal, Vol. 29 No. 6, pp. 1100-1131.

Pennington, R., Schafer, J.K. and Pinsker, R. (2016), “Do auditor advocacy attitudes impede audit
objectivity?”, Journal of Accounting, Auditing and Finance, Vol. 32 No. 1, pp. 136-151.

Pieters, W. (2011), “Explanation and trust: what to tell the user in security and AI?”, Ethics and
Information Technology, Vol. 13 No. 1, pp. 53-64.

AI based
decision

making in
accounting

133

https://doi.org/10.1016/j.aos.2020.101186
https://doi.org/10.1016/j.aos.2020.101186
https://doi.org/10.1016/j.bar.2019.04.002


Prasad, A. (2002), “The contest over meaning: hermeneutics as an interpretive methodology for
understanding texts”, Organizational Research Methods, Vol. 5 No. 1, pp. 12-33.

Qin, B., Str€omberg, D. and Wu, Y. (2017), “Why does China allow freer social media? Protests versus
surveillance and propaganda”, Journal of Economic Perspectives, Vol. 31 No. 1, pp. 117-140.

Quattrone, P., Ronzani, M., Jancsary, D. and H€ollerer, M.A. (2021), “Beyond the visible, the material
and the performative: shifting perspectives on the visual in organization studies”, Organization
Studies, Vol. 42 No. 8, pp. 1197-1218.

Raisch, S. and Krakowski, S. (2021), “Artificial intelligence and management: the automation–
augmentation paradox”, Academy of Management Review, Vol. 46 No. 1, pp. 192-210.

Rest, J.R. (1986), Moral Development: Advances in Research and Theory, Praeger, New York, p. 224.

Rest, J.R. (1994), Moral Development in the Professions: Psychology and Applied Ethics, Psychology
Press, Hillsdale, NJ.

Ristolainen, K. (2017), “Predicting banking crises with artificial neural networks: the role of nonlinearity
and heterogeneity”, The Scandinavian Journal of Economics, Vol. 120 No. 1, pp. 31-62.

Robertson, D.C., Voegtlin, C. and Maak, T. (2016), “Business ethics: the promise of neuroscience”,
Journal of Business Ethics, Vol. 144 No. 4, pp. 679-697.

S�anchez-Medina, A.J., Bl�azquez-Santana, F. and Alonso, J.B. (2017), “Do auditors reflect the true image
of the company contrary to the clients’ interests? An artificial intelligence approach”, Journal of
Business Ethics, Vol. 155 No. 2, pp. 529-545.

Salijeni, G., Samsonova-Taddei, A. and Turley, S. (2018), “Big data and changes in audit
technology: contemplating a research agenda”, Accounting and Business Research, Vol. 49
No. 1, pp. 95-119.

Salijeni, G., Samsonova-Taddei, A. and Turley, S. (2021), “Understanding how big data technologies
reconfigure the nature and organization of financial statement audits: a sociomaterial analysis”,
European Accounting Review, Vol. 30 No. 3, pp. 531-555.

Shalin, D.N. (2007), “Signing in the flesh: notes on pragmatist hermeneutics”, Sociological Theory,
Vol. 25 No. 3, pp. 193-224.

Shawver, T.J. and Shawver, T.A. (2018), “The impact of moral reasoning on whistleblowing intentions”,
Research on Professional Responsibility and Ethics in Accounting, Emerald Publishing.

Shilton, K. and Greene, D. (2017), “Linking platforms, practices, and developer ethics: levers for
privacy discourse in mobile application development”, Journal of Business Ethics, Vol. 155 No. 1,
pp. 131-146.

Silvola, H. and Vinnari, E. (2021), “The limits of institutional work: a field study on auditors’ efforts to
promote sustainability assurance in a trust society”, Accounting, Auditing and Accountability
Journal, Vol. 34 No. 1, pp. 1-30.

Snyder, H. (2019), “Literature review as a research methodology: an overview and guidelines”, Journal
of Business Research, Vol. 104, pp. 333-339.

Sorensen, D.P., Miller, S.E. and Cabe, K.L. (2015), “Developing and measuring the impact of an
accounting ethics course that is based on the moral philosophy of Adam Smith”, Journal of
Business Ethics, Vol. 140 No. 1, pp. 175-191.

Sturm, R.E. (2015), “Decreasing unethical decisions: the role of morality-based individual differences”,
Journal of Business Ethics, Vol. 142 No. 1, pp. 37-57.

Sun, T. (2019), “Applying deep learning to audit procedures: an illustrative framework”, Accounting
Horizons, Vol. 33 No. 3, pp. 89-109.

Sun, T. and Vasarhelyi, M. (2018), “Embracing textual data analytics in auditing with deep learning”,
The International Journal of Digital Accounting Research, Vol. 18, pp. 49-67.

Tasselli, S. and Kilduff, M. (2021), “Network agency”, Academy of Management Annals, Vol. 15 No. 1,
pp. 68-110.

AAAJ
35,9

134



ter Bogt, H.J. and Scapens, R.W. (2019), “Institutions, situated rationality and agency in management
accounting”, Accounting, Auditing and Accountability Journal, Vol. 32 No. 6, pp. 1801-1825.

Thorpe, A.S. and Roper, S. (2017), “The ethics of gamification in a marketing context”, Journal of
Business Ethics, Vol. 155 No. 2, pp. 597-609.

Tuttle, B.M., Kogan, A. and Vasarhelyi, M.A. (2015), “Big data in accounting: an overview”,
Accounting Horizons, Vol. 29 No. 2, pp. 381-396.

Valentine, S. and Godkin, L. (2019), “Moral intensity, ethical decision making, and whistleblowing
intention”, Journal of Business Research, Vol. 98, pp. 277-288.

Vasarhelyi, M.A., Sun, T. and Issa, H. (2017), “Research ideas for artificial intelligence in auditing: the
formalization of audit and workforce supplementation”, Journal of Emerging Technologies in
Accounting, Vol. 13 No. 2, pp. 1-20.

Vincent, V.U. (2021), “Integrating intuition and artificial intelligence in organizational decision-
making”, Business Horizons, Vol. 64 No. 4, pp. 425-438.

Warren, J.D. Jr, Moffitt, K.C. and Byrnes, P. (2015), “How big data will change accounting”, Accounting
Horizons, Vol. 29 No. 2, pp. 397-407.

Weber, J. (2017), “Understanding the millennials’ integrated ethical decision-making process: assessing
the relationship between personal values and cognitive moral reasoning”, Business and Society,
Vol. 58 No. 8, pp. 1671-1706.

West, S.M. (2019), “Data capitalism: redefining the logics of surveillance and privacy”, Business and
Society, Vol. 58 No. 1, pp. 20-41.

Whelan, G. (2018), “Trust in surveillance: a reply to etzioni”, Journal of Business Ethics, Vol. 156 No. 1,
pp. 15-19.

Wright, S.A. and Schultz, A.E. (2018), “The rising tide of artificial intelligence and business
automation: developing an ethical framework”, Business Horizons, Vol. 61 No. 6, pp. 823-832.

Wright, S.A. and Xie, G.-X. (2017), “Perceived privacy violation: exploring the malleability of privacy
expectations”, Journal of Business Ethics, Vol. 156 No. 1, pp. 123-140.

Zollo, L., Pellegrini, M.M. and Ciappei, C. (2016), “What sparks ethical decision making? The interplay
between moral intuition and moral reasoning: lessons from the scholastic doctrine”, Journal of
Business Ethics, Vol. 145 No. 4, pp. 681-700.

Zollo, L., Yoon, S., Rialti, R. and Ciappei, C. (2018), “Ethical consumption and consumers’ decision
making: the role of moral intuition”, Management Decision, Vol. 56 No. 3, pp. 692-710.

Corresponding author
Othmar Manfred Lehner can be contacted at: othmar.lehner@hanken.fi

For instructions on how to order reprints of this article, please visit our website:
www.emeraldgrouppublishing.com/licensing/reprints.htm
Or contact us for further details: permissions@emeraldinsight.com

AI based
decision

making in
accounting

135

mailto:othmar.lehner@hanken.fi

	Artificial intelligence based decision-making in accounting and auditing: ethical challenges and normative thinking
	Introduction
	Ethical decision-making and AI in accounting
	A background on ethical decision-making
	AI and ethical decision-making in the accounting and auditing literature

	Research design
	Data collection
	Data evaluation

	Results: five challenges to AI-based ethical decision-making in accounting
	Objectivity
	Privacy (and data protection)
	Transparency
	Accountability
	Trustworthiness

	Discussion: contributions, implications and outlook
	Conclusion
	Note
	References


