
Appendix

A.1 Matrix Operations

Order of a matrix: Number of rows×Number of columns

Matrix addition/subtraction: add/subtract corresponding elements.

Matrix multiplication

A: m× n

B: n× p

A ⋅ B= ðm× nÞðn× pÞ= ðm× pÞ matrix

Matrix multiplication is non-commutative; that is AB ≠ BA

Proof. (n× p) × (m× n) not workable

Matrix multiplication is associative; that is, A(BC) = (AB)C

Matrix division: A/B=AB−1

To find the inverse of a matrix, there is need to compute the
determinant of a matrix (minors and co-factors).
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A.2 Determinant of a Matrix

Determinant of a matrix is a number and not a matrix

A=
a b

c d

� �

Determinant of A= ad � cb

A.3 Matrix of Minors

To find the minor of each element, just draw a vertical and a hori-
zontal line through that element.

A=
1 6 − 3
− 2 7 1
3 − 1 4

0
@

1
A

M11 =
7 1
− 1 4

� �
= 28− − 1= 29

M12 =
− 2 1
3 4

� �
= − 8− 3= − 11

M13 =
− 2 7
3 − 1

� �
= 2− 21= − 19

M21 =
6 − 3
− 1 4

� �
= 24− 3= 21
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M22 =
1 − 3
3 4

� �
= 4− − 9= 13

M23 =
1 6
3 − 1

� �
= − 1− 18= − 19

M31 =
6 − 3
7 1

� �
= 6− − 21= 27

M32 =
1 − 3
− 2 1

� �
= 1− þ 6= − 5

M33 =
1 6
− 2 7

� �
= 7− − 12= 19

Aminors =
29 − 11 − 19
21 13 − 19
27 − 5 19

0
@

1
A

A.4 Matrix of Cofactors

A matrix of cofactors is obtained by multiplying the elements of
the matrix of minors by (−1). All odd rows start with a + sign
while all even rows

þ − þ
− þ −
þ − þ
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Aminors =
29 − 11 − 19
21 13 − 19
27 − 5 19

0
@

1
A

Acofactors =
29 11 − 19
− 21 13 19
27 5 19

0
@

1
A

→ the matrix of cofactors is very helpful to find the determinant of
any size matrix.

A=
1 6 − 3
− 2 7 1
3 − 1 4

0
@

1
A

Acofactors =
29 11 − 19
− 21 13 19
27 5 19

0
@

1
A

Determinant of A

= a11c11þ a12c12þ a13c13
= 1ð29Þ þ 6ð11Þþ − 3ð− 19Þ
= 152

This can be done for each row to get the same answer.

A.5 Transpose of a Matrix

The transpose of a matrix is done by taking the rows of a matrix
and placing them into corresponding columns.
→ A0
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A.6 Inverse of a Matrix

A− 1 =
1

Det A
A0
cofactors

=
1

152

29 − 21 27
11 13 5
− 19 19 19

0
@

1
A

AA− 1 = I

The inverse of a matrix, multiplied by itself, generates an identity
matrix.

Steps: Minors, Matrix of cofactors, Determinant, Transpose of
cofactor matrix and Inverse

A matrix is invertible if its determinant is not zero

If a square matrix is invertible it is called a non-singular matrix

An (n× n) matrix A is invertible if there exists an n× n matrix B
such that AB=BA, in this case, B is called the inverse of A.

(Note: Invertible matrices should always be square matrices.)

A.7 Matrix Formulation of SEM

Measurement model (observed�latent):

Yj = μjþ λj1ω1þ⋯þ λjqωq þ ɛj

ðj= 1;…; pÞ ðA:1Þ

Appendix 135



Structural model (latent�latent):

ηj = Yj1ξþ⋯þ Yjq2 ξq2 þ δj

j= 1;…; q1ð Þ ðA:2Þ

Y= (Y1,…,Yp)
T: (p× 1) vector of observed variables

ω= (ω1,…,ωq)
T: (q× 1) vector of latent variables

µ= an intercept
λjk = factor loadings
ɛj= residual error
η= (q1× 1) random vector of dependent latent variables
η= (η1,…,ηq1)

T

ξ= (ξ1,…,ξq2)
T random vector of the explanatory latent variables

ξ= q2× 1 [or (q� q1)× 1]=Number of explanatory latent
variables

ω= (nT, ξT)T

Matrix Notations/Matrix Versions of Eqs. (A.1) and (A.2):

y= μþ∧ωþ ɛ ðA:3Þ

n=Γξþ δ ðA:4Þ
Y: (p× 1) random vector of observed variables
µ: (p× 1) vector of intercepts
˄: (p× q) matrix of factor loadings
ω: (q× 1) matrix of latent variables
ɛ: (p× 1) matrix of measurement errors
η= (q1× 1) matrix of dependent latent variables
Γ: (q1× q2) matrix of regression coefficients
ξ = (q2× 1) matrix of the explanatory latent variables
δ: (q1× 1) matrix of residual errors

When formulating the measurement equation, it is vital to
specify the structure of the factor loading matrix, that is which
parameters to be made free and which parameters to be made
fixed. Such a decision is predominantly based on prior knowledge
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of the observed and latent variables. The regression coefficients
represent the magnitude of the expected changes in the dependent
variable for a one-unit change in independent variable.

Measurement equation constitutes a confirmatory tool with a
specifically defined loading matrix.

SEM enables researchers to recognize the imperfect nature of
their measures by explicitly specifying the error.

Defining the Degrees of Freedom in an SEM Model:

Y =B1X1þB2X2 þB3X3 þ ɛ1: Measurement model

Z=B4Y þ ɛB: Structural model

Five variables: Y, X1, X2, X3, Z

Four regression coefficients

Five variances of the independent variables (including the var-
iances of the errors)

Three covariances among the independent variables: defined
among the observed independent variables

Twelve number of model parameters

Covariance structure of matrix of SEM will consist of:

1. Regression coefficients

2. Variances of the independent variables (including the error
variances)

3. Covariances among the independent variables

All the above will form the model parameters

Degrees of freedom
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Number of unique elements pðpþ 1Þ
2

� �

Minus

Number of model parameters
Number of regression coefficients

Number of variances of independent variables

Covariances among independent variables

Order Condition Assessment for Identification:

Number of unique elements in the variance-covariance matrix of
the observed variables

minus

Number of parameters to be estimated (Number of regression
coefficients, Number of variances and Number of covariances)

The number of regression coefficients is captured by the number of
single-headed arrows.

The number of covariances is captured by the number of double-headed
arrows.
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