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Abstract
Indian Premier League (IPL) is one of the more popular cricket world tournaments, and its financial is
increasing each season, its viewership has increased markedly and the betting market for IPL is growing
significantly every year.With cricket being a very dynamic game, bettors and bookies are incentivised to bet on
the match results because it is a game that changes ball-by-ball. This paper investigates machine learning
technology to deal with the problem of predicting cricket match results based on historical match data of the
IPL. Influential features of the dataset have been identified using filter-based methods including Correlation-
based Feature Selection, Information Gain (IG), ReliefF and Wrapper. More importantly, machine learning
techniques including Naı€ve Bayes, Random Forest, K-Nearest Neighbour (KNN) and Model Trees
(classification via regression) have been adopted to generate predictive models from distinctive feature sets
derived by the filter-based methods. Two featured subsets were formulated, one based on home team
advantage and other based on Toss decision. Selected machine learning techniques were applied on both
feature sets to determine a predictive model. Experimental tests show that tree-based models particularly
Random Forest performed better in terms of accuracy, precision and recall metrics when compared to
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probabilistic and statistical models. However, on the Toss featured subset, none of the considered machine
learning algorithms performed well in producing accurate predictive models.

Keywords Cricket, Data science, Machine learning, Prediction, Sport analytics

Paper type Original Article

1. Introduction
Cricket is a well-known sport and with its increasing popularity and viewership, change of
formats and innovations in tournament played became necessary. To cater for potential
future growth, global market research was commissioned by the International Cricket
Council (ICC) which revealed that cricket has more than one billion fans worldwide, with the
potential for significant growth. Among all formats of cricket, the popularity of Twenty20
Internationals (T20) was the highest with 92%, with 87% of the fans stating that they would
like T20 to be included in the Olympic Games [14]. Indian Premier League (IPL) is a T20
tournament which involves players from all over the world [20]. IPL is held once a year,
usually during April-May and it is around 2 months long. In 2017, Star India bought the five-
year global media rights of IPL for $2.55 billion and the Board of Control for Cricket in India
(BCCI) disclosed that IPL contributes $600 million a year to its revenue [3].

Sports analytics is a promising research field which involves deriving valuable
information about the game, based on past games played, or even games in progress [24].
The prediction of the final outcome of the match proves very beneficial to team members,
team coaches and also bettors. For example, games tactics can be developed by club
managers based on the outcome of previousmatches or statistics related to certain players [6].
IPL being a very dynamic league, bettors and bookies are incentivised to bet on the match
results or during a game. The sports betting industry is growing at a fast rate. For example, in
2009 the global online gamblingmarket was around $20 billion and increased to $40 billion in
2016, of which about 40% was sports betting [11].

One of the primary approaches used in sport analytics research is machine learning.
Machine learning techniques are utilised to predict the match result variable by developing
classification models based on certain independent variables such as player’s position,
weather, location, etc. [23,31]. The process involves training the model based on previous
matches played, then the developed model gets evaluated on an independent future match to
measure its effectiveness [1]. Often, machine learning models’ effectiveness is measured using
metrics such as predictive accuracy and error rate among others [30]. Since cricketmatches are
recorded using multiple independent variables within a historical dataset and one dependant
variable, (the outcome of the match) this problem can be dealt with using predictive analytics
(classification methods) within machine learning. A classification algorithm will process the
input dataset to construct a classification model based on the available historical matches to
predict the outcome of future matches as accurately as possible.

In this paper, different types of classification techniques are evaluated to seek accurate
models that can predict the outcome of a match. The research question we seek to answer is:

� Can machine learning technology derive accurate predictive models for cricket
matches related to IPL, and if so, which machine learning models are the best with
respect to accuracy, precision and recall evaluation measures?

To answer the research question different machine learning approaches are experimentally
evaluated including probabilistic, Random Forest, statistical and Decision Trees [8,5,17,9].
We used 10 years’ data collected from the IPL-T20 tournaments [28]. More details on the data
and empirical results are discussed in Sections 3 and 4 respectively. Another important aim of
this paper is to seek influential features in a cricket match that might have influence on the
outcome of amatch. This paper focuses on creating a simplified but effective model to predict

Sport analytics
for cricket

game results

257



the match outcome based on two scenarios: Home Ground & Toss Decision, respectively.
Both of these are pre-conditions in a cricket match and can be known easily prior to start of
any match. Most of the researchers have tried to explore One-Day Internationals (ODI) and
Test match format of cricket but as T20 is new and dynamic, it will be intriguing to
investigate. This study can benefit cricket club managers, sport data analysts and scholars
interested in sport analytics, among others.

The paper is organised as follows: Section 2 includes a brief overview about the game of
cricket, previous work related to sports analytics and the application of machine learning to
predict match outcomes. Section 3 discusses the framework for the prediction model and
methods applied. Section 4 is dedicated to the description of the dataset and experimental
results. Finally, conclusions and future work are presented in Section 5.

2. Literature review
Nimmagadda et al. [24] applied statistical techniques to predict a T20 match result while the
match is in progress. The authors have designed a model using a statistical approach to
achieve the optimum outcome. Firstly, a multiple regression model is tested to develop a
predictionmodel. Using runs scored per over in the first inning and second inning, algorithms
such as Logistic Regressionwithmulti-variable linear regression andRandomForest [4,5] are
used to predict the final result. The software used for modelling is Anaconda and Python
libraries like pandas, NumPy and IPython to work with the data structure and applying
algorithms [2,21]. The main result obtained was based on the impact of toss winner and
resultant match winner. The predictive model considered the innings score at regular
intervals and the final scores to predict the match result. The model predicted score and run
rate projected score were quite near to the final score, in particular the score predicted by the
model was more accurate to the actual score. When no feature selection was applied to the
dataset the model’s accuracy was not satisfactory, i.e. slightly above 50%.

Pathak &Wadhwa [25] investigated the prediction of the result for cricket matches using
data mining techniques. They experimented on predicting the outcome for ODI (One Day
International) match format based on various factors such as home ground, toss decision,
innings, fitness of team players and other dynamic strategies. In addition to the techniques
implemented by [16], a Support Vector Machine (SVM) method was used to predict the result
[12]. Evaluating the accuracy of these techniques, they developed a tool COP (Cricket
Outcome Predictor), which gives the probability for winning an ODI match. The data under
study was the international cricket match data from 2001 to 2015 for ODI format and scraped
from [7]. Results obtained clearly showed that the classifiers derived by the SVM method
outperformed those of Naı€ve Bayes and Random Forests methods [8,5]. SVM produced 62%
accuracy, whereas the accuracy rates of the other methods were around 60%. The COP tool
developed in R software [27] enabled a user to select the features to predict the match outcome,
and the user could change between the classifiers tomakemultiple predictions. A notable result
was observed when COP system was applied on the India vs. Australia series in which Naı€ve
Bayes derived more competitive classifiers in terms of predicting the match outcome.

Jhanwar & Pudi [15] conducted an experimental study to predict the outcome for ODI
cricket matches using data mining techniques. The authors investigated the match result
using team players’ performance individually in batting and bowling aspects. Initially the
potential of 22 players was studied using their career statistics and KNN, Support Vector
Machine (SVM), Random Forests, Logistic Regression and Decision Trees techniques were
applied [18,12,5,4,9]. To predict the outcome of thematch, the relative strength of each team is
studied, along with the venue of the match and toss result. The data considered under the
study was cricket matches from 2010 to 2014 for 9 country teams in international One-Day
format. The accuracy of the KNN model was higher than the other models in predicting the
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relative strength of the team players giving almost 71% accuracy for the ODI match. There
was no feature selection involved in this study.

Kampakis & Thomas [16] conducted a study to predict the outcome of cricket matches in
twenty over format. The competition under study was the English Cricket Cup and the model
was tested on seasons 2009 to 2014, based on the data from previous matches. A model was
developed on simple prediction and then further investigation was carried out on complex
features for in-depth analysis. Initially the team data was used and then player data was
analysed. Feature selectionmethods utilisedwere Chi-square testing, mutual information and
Pearson correlation. The authors utilized Naive Bayes, Logistic Regression, Random Forests
and Gradient Decision Trees on the selected features from the data [8,4,5,10]. By applying
these methods to predict the match outcome, it was found that the model derived by Naı€ve
Bayes offered around 64% prediction accuracy on the dataset used. At the same time
comparing the accuracy of different techniques, Naı€ve Bayes produced the highest level of
accuracy, the lowest was Gradient Decision Trees.

Munir et al. [23] experimented with twenty over format cricket matches to predict the
outcome using various data mining techniques. The main aim of the study was to combine
pre-game and in-game data to predict the outcome. They considered the T20 International
match data along with IPL data till 2015 as the training data set. In depth analysis was
conducted by segmenting the data on the basis of venue, one team against all other teams,
batting first and so on. DecisionTreewas applied to predict thematch outcome, and produced
models with around 78% accuracy for the team that bats first and 75%when it bats second.
IG technique was used for feature selection.

3. Methodology
This research attempts to evaluate different machine learning techniques to the problem
of predicting the outcome of IPL cricket matches. We design intelligent models to predict
a match outcome based on the impact of home ground and toss winner respectively. The
team that wins the toss contemplates factors such as weather, pitch and outfield to decide
whether to bat or field first, with the intention of securing a strategic advantage. Two
models are formulated in this paper, one depicting the impact of home ground and the
other considering the effect of toss decision. The former considers 6 variables and the
latter, 7 variables.

Figure 1 depicts the framework of cricket match intelligent models. Initially, the input
dataset is pre-processed by eliminating any incomplete records so that there are no
missing values in the dataset. Data with no match result were excluded from the
classification (5 instances). More importantly, we eliminate features that have no direct
impact on the performance of the training phase by applying feature selection. Features
includingMatch ID, Match date and Venue among others have been discarded prior to the
training phase of the machine learning techniques (more details are given in Section 4).
Once the input dataset has been pre-processed, it is split into two features sets; one
feature set that concerns features related to the home ground and another one for the toss
decision features.

Once the dataset is split, a number of different learning algorithms are applied on the two
feature sets to derive predictive models for the match result. The testing methods used to
derive the classifiers is ten-fold cross validationwith stratification [32]. Thesemodels are then
compared to seek the one(s) that can be utilized for forecasting upcoming matches results.
Themachine learning algorithms that have been implemented to derive the predictivemodels
are Naı€ve Bayes, Random Forest, K-nearest neighbour and Model Decision Tree. The choice
of these methods is based on the diverse learning they adopt to develop the models (Section
4.1 gives more details).
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4. Data & result analysis
4.1 Data and features description
Historical data of Indian Premiere League (IPL-T20) tournaments is captured to perform
prediction analysis. We consider IPL Cricket matches for 10 years (2008 to 2017) and store
them in a dataset. The dataset used consists of 17 variables and 637 instances and was
downloaded from [28]. MatchSK and MatchID are unique to matches played. Matches are
played on home ground (matches played in the home city of team 1) and a few matches were
played on international grounds (South Africa and United Arab Emirates (UAE)). Only two
seasons were played out of India, IPL-2009 and IPL-2014 in South Africa and UAE
respectively. The dataset variables are depicted in Table 1.

Attribute Description

Match_SK Serial Number for matches played
match_id Unique ID for match
Team1 Home team for the match
Team2 Away Team for the match
match_date Date when the match was played
Season_Year IPL seasons over the years
Venue_Name The cricket stadium where match was conducted
City_Name Home Team city for the match
Country_Name Country for the tournament
Toss_Winner The team which won the toss for the match
match_winner Winner of the match
Toss_Name Decision to bat or field decided by the Toss winner
Win_Type Winning the match by runs or by wickets
Outcome_Type Match result that is win, lose or tie
ManOfMatch The team player that was important to win the match
Win_Margin Margin by which a team wins the match
Country_id ID of the country for the tournament

Table 1.
The dataset variables’
description.

Figure 1.
Proposed
Methodology.
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According to the rules of IPL only 8 individual teams participate in each season. However, a
few teamshavebeen created anddissolvedduring the period coveredby thedata, so the dataset
has 13 individual teams. Most seasons are played by Royal Challengers Bangalore, Kings XI
Punjab, Delhi Daredevils, Mumbai Indians and Kolkata Knight Riders. Kochi Tuskers Kerala
played only one season whereas Gujarat Lions have been part of two seasons. Some teams
represented a city but have been dissolved and created again with a new name. For instance,
PuneWarriorswas dissolved in 2014 andRising PuneSuper giants came into existence in 2016.
Sunrisers Hyderabad, created in 2013 was formerly known as Deccan chargers.

4.2 Feature selection
Different feature selection methods were tested to get the influential attributes of the
considered dataset. Methods considered are filter based in nature and include Correlation-
Based Feature Selection (CFS) [13], IG [26], ReliefF [19] andWrapper [18]. For theWrapper we
used the following classification algorithms: Decision Tree (C4.5), Naı€ve Bayes and KNN. For
ReliefF andWrapper, K-Nearest Neighbours (K5 10) was used for evaluating the attributes.
Table 2 depicts the results produced against the considered dataset. The results of filter
methods have shown that Team1 is the top feature followed by Toss_Winner, Season_Year
and City. Whereas, ReliefF selected the Toss related features at top rank and surprisingly
Team1, City and Season_Year bottom rank. Considering the results from Wrapper method,
the results show significant discrepancy due to the different base classification algorithms
used yet Team1 was a consistent choice in the considered methods. After evaluating these
results, the features selected for the experiment were Team1, Team2, City, Season_year,
Win_Type and Outcome_type. Toss related features were excluded to avoid the risk of
overfitting the models derived by the classifiers.

4.3 Experimental settings and evaluation measures
For this research, all experiments have been conducted on WEKA (The Waikato
Environment for Knowledge Analysis), a machine learning tool which has automated
intelligent techniques [32]. To visually explore the IPL data insights, visualisation tool
Tableau has been used [29]. The processing machine used to conduct the experiments is an
Intel i5 6th generation processor with 8 GB RAM on Windows 10, 64-bit operating system.

Different algorithms are adopted to deal with the research problem includingNaı€ve Bayes,
Random Forest, K-nearest neighbour and Model Decision Tree [8,5,17,9]. These algorithms
are selected as they adopt different learning approaches. The hyperparameter settings are the
defaults used in WEKA. The predictive models derived by the machine learning algorithms
have been evaluated using various metrics including classification Accuracy, Precision and
Recall on the basis of confusion metrics analysis. We used ten-fold cross validation with

CFS IG ReliefF
Wrapper with
C4.5

Wrapper with
Naı€ve Bayes

Wrapper with
KNN

Team1 Team1 Toss_Winner Team1 Team1 Team1
Season_year City Toss_Name Season_year Toss_Name Team2
City Toss_Winner Win_Type Win_Margin Toss_Winner
Toss_Winner Season_year Team2 Toss_Name
Toss_Name Team2 Win_Margin Win_Type

Toss_Name Outcome_Type
Win_Type Team1
Outcome_Type City
Win_Margin Season_year

Table 2.
Attributes chosen by

the different filters and
wrappers.
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stratification as a testing method to derive the models [32]. Using this method, the training
dataset will be divided into ten folds arbitrary with stratification. Then, the learning
algorithm will be trained on nine-fold and then tested on the hold-out fold. The process gets
repeated ten times to produce an average predictive accuracy of the model.

4.4 Results analysis
4.4.1 Case 1: Home team features set.The aim of predicting thematch result in the first model
is to evaluate the impact of home ground advantage. In this experiment, the variable
“Result” is derived based on the Home Team (Team 1) winning the match, when the match is
played on home ground. For example, it is the frequency of Chennai Super Kingswinning the
match when it plays in its home ground Chennai. The attribute “Result” will be the target
class for predicting the outcome by classification. The format of the tournament is that each
team is designated one city as its home ground, and twomatches are played by combination
of two teams, playing once at the first team’s home ground and once at the other team’s
home. In the considered dataset, two seasons were played in a foreign country and for these
matches the venue is changed to the home ground of their respective teams. A few teams,
such as Kings XI Punjab have different home grounds, but their original home ground is
Mohali. For this experiment, only those features that have an impact on the home ground are
considered.

The classification results derived by the considered machine learning techniques against the
Home Team features set are shown in Figures 2A& 2B. Based on Figure 2A, it is apparent that
Naive Bayes is the most accurate model to predict the winner. The accuracy of Naı€ve Bayes is
57% which is relatively low; Random Forest and Model Trees algorithms also produce equally
low results with 54% and 56% accuracy respectively. Accuracy produced by KNN is the lowest
with only 52%.Thismeans that using the considered featuresmachine learning techniqueswere
unable to improve predictive accuracy as all models showed an unacceptable level of accuracy.

The Precision results shown in Figure 2B is consistent with the accuracy results as Naive
Bayes algorithm outperformed the rest of algorithms with 60.5% precision, due to lower false
positives (FPs). According to the confusion matrix results Naı€ve Bayes algorithm had
misclassified 136 instances whereas Model Tree, KNN and Random Forest misclassified 171,
146 and 160 instances respectively. These misclassifications have increased the FPs and
subsequently lowered the Precision results, especially for KNN and RandomForest algorithms.

Figure 2B shows that the Recall rate for Model Trees is higher than the other algorithms.
The Recall rate obtained by Model Trees was 68.6% as this algorithm achieved low false
negatives (FNs), just 106 instances. Precision and Recall rates for KNN is around 55%, which
is the worst of the figures obtained by the other machine learning algorithms. Recall rates for
Random Forest and Naı€ve Bayes are the same with 61.5%. Overall, it seems that Random
Forest, Model Tree and Naı€ve Bayes achieved acceptable performance with respect to the
Recall metric for this feature set.

Looking closely at the confusion matrix results, 146 instances which should belong to the
“Lose” class have beenmisclassified byKNN to the “Win” class. This has contributed to a low
Precision rate and the reason for low Recall rate by KNN is that 152 instances that should be
“Win” are classified as “Lose”. By contrast, for Naı€ve Bayes, only 136were wrongly predicted
as “Win” instead of “Lose”, that is 47% FP, and 130 instances were misclassified as “Lose” in
place of “Win” resulting in 38%FN rate. The results achieved fromRandomForest andNaı€ve
Bayes algorithm are quite similar, in terms of Recall rate, as the instances incorrectly
classified as “Lose”were 130. The Recall rate for Model Trees was 69% due to 106 instances
misclassified as “Lose” instead of “Win” (FNs). When we compare the ratio of misclassified
“Win” (FPs) and misclassified “Lose” (FNs) for KNN and Naı€ve Bayes, the results derived
from the latter are more accurate.
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4.4.2 Case 2: Toss winner features set. The method of predicting the match result in the
second model is to evaluate the impact of winning the toss prior to the game and making a
decision whether to bat or field first. In this model, the dependant variable “Result” is derived
based on the Toss winning Team, winning thematch, i.e., the “Win” is determined when Toss
winning Teamwins theMatch. The variable ‘Result’will be the target class for predicting the
outcome by classification. Figure 3A and Figure 3B depict the performance results of the
machine learning algorithms against the Toss Winner features set. The figures show that
the classification accuracy of KNN is 62%,making it amore appropriate model than the other
models. Naı€ve Bayes produced a low accuracy result of around 52%, not a good fit for this
type of predictive task.

Analysing the results of the models produced for the Toss Winner features set, KNN
surprisingly produced the best results. For instance, Precision rate for KNN is high at 64.2%
andKNN’s Recall is 58.4%, both reflecting correct classification for the “Win” class label, with
a TP rate of 58%. Compared to the Home Team features set, the results from Random Forest
are lower, as this algorithm’s FP rate is 48.35% for class ‘Win’. The Decision Tree model’s
results are slightly lower for the Toss decision dataset compared to the Home Team features
set. The FP rate for the Decision Tree algorithm is around 48% due to 147 instances
misclassified as “Win” instead of “Lose”, while 144 instances were incorrectly predicted as
“Lose” that were supposed to be “Win” by this algorithm. Similarly, for Naı€ve Bayes a lower
rate was observed in terms of Precision and Recall rates, 49% of “Win” were misclassified
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leading to the Precision rate being 6% lower compared to that achieved on the Home team
subset. KNN performs extremely well when processing the Toss Winner features set.

5. Conclusions and future work
Applying machine learning for analysing cricket sports by considering historical game data,
players performance, natural parameters, pre-game conditions and other features is
beneficial for multiple stakeholders. In a dynamic format like T20, where the situation in a
game changes on every ball, it becomes challenging to predict the match outcome. For
predicting the final outcome of a T20 cricket match, we have investigated machine learning
technology for the possibility of improving the prediction rate of the results of matches. We
have formulated the problem in two scenarios, named for the most influential features, firstly
the Home Team features set and secondly Toss Winner decision features set.

By analysing the results achieved using four different machine learning techniques on 10
years’ T20 matches, the model built on Toss related features generates slightly better results
than HomeAdvantage in terms of the evaluation measures used (Accuracy, Precision, Recall,
FPs, FNs, etc). Particularly, KNN outperformed the other algorithms when processing the
Toss Winner feature set by deriving higher accuracy predictive models than Decision Trees,
Probabilistic and Statistical models. Furthermore, incorrectly classified instances by KNN,
both FPs and FNs, are low, resulting in imporved Precision and Recall rates. KNN achieved
134 misclassified instances to “Lose” class that were supposed to belong to “Win” class and
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105 instances were wrongly classified as “Win”which is around 35%. On the other hand, the
results derived from Naı€ve Bayes on Toss Decision subset are not promising due to the class
independence assumption of the algorithm. But Naı€ve Bayes produced better results for
Home Team subset. This study is beneficial to team managers and scholars interested in
cricket data analytics.

Machine learning may slightly improve predicting the results based on pre-game
conditions but at this stage it cannot be an acceptable solution due to lack of variables in the
dataset, which can be considered as one of this research’s limitations. In order for machine
learning techniques to be productive, more data including live data streaming and statistics of
players are needed. Considering the dynamics of the tournament, team players’ data and
statistics are required. It would be advantageous to predict the final score of the innings by
analysing the run rate per over and also checking the probability of winning for each team
depending on the actual run rate and the required run rate in the second innings. Similar
models can be built for other cricket formats, i.e. test cricket andODI series. Finally, in the near
futurewe intend to build a classification system based on deep learning to capturemore useful
features that can potentially improve the accuracy of prediction while the game is in progress.
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